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Abstract 
[bookmark: _Hlk141777925]Data sharing describes the process of making research data available for reuse. The availability of research data is the basis of transparent, effective research systems that democratise access to knowledge and advance discovery. Despite a broad recognition of the value of data sharing across the sector, many researchers are not yet engaging meaningfully with data sharing behaviours. Through a behavioural lens, this study aims to identify the barriers and enablers to data sharing experienced by researchers working at a UK university. Data will be collected using a theoretically-informed 26-item interview schedule (COM-B model: Capability, Opportunity, Motivation – Behaviour; TDF: Theoretical Domains Framework). [SAMPLE SIZE TO BE ADDED AT STAGE 2] participants, across a range of career levels and disciplines, will be recruited to take part in semi-structured interviews focused on data sharing behaviours and their influences. Transcripts will be analysed using thematic template analysis based on the COM-B constructs and TDF domains. [A BRIEF SUMMARY OF THE RESULTS AND IMPLICATIONS WILL BE ADDED AT STAGE 2].
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[bookmark: _Hlk135413600]Access to research data supports a central tenet of Open Research, that “Access to scientific knowledge should be as open as possible” (UNESCO, 2021, p. 36). Data availability enables the verification of past findings and accelerates the discovery of new findings through reanalysis and evidence synthesis (Fecher et al., 2015; Hardwicke et al., 2018; J. N. Towse, Ellis, et al., 2020). Accordingly, data availability is the basis of transparent, effective research systems that create credible conclusions, democratise access to knowledge, and underpin equitable innovation (Concordat on Open Research Data, 2016; G7 Science and Technology Ministers’ Communique, 2023; UNESCO, 2021). The research community is increasingly recognising the value of data sharing in these pursuits. Most significantly, the recent UNESCO Recommendation on Open Science positions Open Research and data as a global research priority that can improve the reliability of evidence needed for decision making and policy (UNESCO, 2021). However, despite the role of shared data in addressing global environmental, economic and social issues (UNESCO, 2021), many researchers are not yet engaging meaningfully with such behaviours (see Gabelica et al., 2022; Hardwicke et al., 2018; J. N. Towse, Ellis, et al., 2020). The present qualitative research uses a behaviour change framework to determine the barriers and enablers that researchers experience when (considering) engaging with data sharing behaviours, with a view to informing the design of future interventions. 
[bookmark: _Hlk142401433][bookmark: _Hlk135413355]Though formal data sharing has existed for over 100 years (Branney et al., 2019; Karhulahti, 2022; Sieber, 2015), it was the digital age and electronic access to data that created the conditions to facilitate widespread sharing. The broad recognition of the value of data sharing has occurred simultaneously across the sector, with funders, journals, societies, universities, and researchers all advocating for data sharing and creating top-down initiatives. In the UK, the largest national funding agency, the UKRI (formerly RCUK), has had their Common Principles on Data policy since 2011 (UKRI, personal communication, 06 June, 2023). Likewise, the country’s largest charity funder, Wellcome, launched their policy in 2007, the current iteration of which actively encourages data management and sharing costs to be included in grant applications (Wellcome, 2017). A diverse group of stakeholders, including funders and publishers, developed the FAIR Data Principles (Findable, Accessible, Interoperable, and Reusable); a set of guidelines for enhancing the reusability of data (Wilkinson et al., 2016). Many publishers have their own data sharing policies (e.g., PLOS, 2014), and it is also a key component of the TOP Guidelines (Transparency and Openness Promotion; Nosek et al., 2015); a tool to support the implementation of Open Research practices at journal level. Simultaneously, universities and other organisations have institutional-level policies and are providing support for data storage through managed external data archives (e.g., UK Data Service), institutional data repositories, or general-purpose services (e.g., Zenodo).
Though researchers are only part of this wider data sharing ecosystem (Borgman & Bourne, 2022), ultimately, it is individual researchers who are responsible for the act of data sharing (Bezuidenhout & Chakauya, 2018). Research consistently shows that overall researchers view data sharing as positive and important (e.g., Cheah et al., 2015; Farran et al., 2020; Fleming et al., 2022; The State of Open Data, 2022; Soeharjono & Roche, 2021; Van den Eynden et al., 2016), and that lack of access to data is an impediment to research progress (Tenopir et al., 2011). Measures of engagement show progress, as illustrated by the global 2022 The State of Open Data survey, in which 35% of respondents reported being familiar with FAIR principles[footnoteRef:2], up from 28% the previous year and the highest percentage since the question was first asked in 2018. Yet despite this positive momentum implementation is often low (e.g., Farran et al., 2020; Fleming et al., 2022; Rowhani-Farid & Barnett, 2016) and may fall short of accepted standards. For example, when authors of papers with data availability statements (indicating that data are available upon request) were asked to share their data, 93% failed to reply or declined to share their data, and only 6.8% shared the requested data (Gabelica et al., 2022). This attitude-behaviour gap raises questions about the barriers preventing researchers from sharing their research data (Fecher et al., 2015). [2:  The percentage was calculated using the raw survey data shared with the report (Research & Goodey, 2022).] 

In the present research, we use UNESCO’s definition of open research data as 
… data that include, among others, digital and analogue data, both raw and processed, and the accompanying metadata, as well as numerical scores, textual records, images and sounds, protocols, analysis code and workflows that can be openly used, reused, retained and redistributed by anyone, subject to acknowledgement. Open research data are available in a timely and user-friendly, human- and machine-readable and actionable format, in accordance with principles of good data governance and stewardship, notably the FAIR (Findable, Accessible, Interoperable, and Reusable) principles, supported by regular curation and maintenance. (UNESCO, 2021, p. 9). 
This broad definition allows us to consider data as the evidence that underlies research publications, and therefore applies across a range of academic disciplines. In the present research we use the term ‘data sharing’[footnoteRef:3] to also include data that by necessity (i.e., for various legal, ethical, or commercial reasons) are not openly available, but that are made accessible to specific users according to defined access criteria.  [3:  The terms ‘data sharing’ and ‘data stewardship’ have been used somewhat interchangeably. In the present research we use the term data sharing because our starting point is the sharing of data and then we expand out to what is required to share data well (see our six-point list of behaviours below). This differs from (though overlaps with) data stewardship which comes from a data governance framework. Data stewardship captures a broad set of activities, one of which is data sharing, but focuses on long term management, storage, and preservation, and may be carried out by a data steward. ] 

Benefits of Data Sharing 
	There are many potential benefits of data sharing at individual researcher (C. Allen & Mehler, 2019; McKiernan et al., 2016), research community (e.g., Milham et al., 2018), and societal levels (e.g., Besançon et al., 2021). Importantly, access to data leads to a more equitable distribution of opportunities and promotes inclusion (The State of Open Data, 2022; UNESCO, 2021). Re-use of data facilitates greater efficiency, effectiveness, and innovation by using the same resources multiple times to create new knowledge (Burgelman et al., 2019; DuBois et al., 2018) rather than duplicating research efforts. Increased transparency and more focus on reproducibility enables verification of findings, and re-analysis when improved methods are developed. Specifically at the researcher level, sharing data enhances the visibility of research, and this can lead to a citation advantage (Piwowar et al., 2007; Piwowar & Vision, 2013) and more opportunities to collaborate (McKiernan et al., 2016). However, many of these potential benefits are distal, compared to the more proximal challenges posed by sharing data, and the ever-present pressure to publish frequently and thereby increase the chances of employment, promotion, and funding (Munafò et al., 2017). 

Concerns about Data Sharing
	Debates about data sharing commonly focus on qualitative human data (Karhulahti, 2022), and point particularly to concerns over epistemology, informed consent, and privacy (e.g., Parry & Mauthner, 2004). Issues of epistemology relate to the reflexive, subjective, and contextually-bound nature of qualitative research that suggests that reuse could lead to misinterpretation (e.g., Broom et al., 2009). The key concerns raised about informed consent are whether researchers are less willing to be candid about sensitive topics (MacLean et al., 2019), and whether participants truly understand the implications of consent (Parry & Mauthner, 2004). Relatedly, concerns have been raised about ensuring anonymisation of qualitative data, particularly for sensitive data or small, potentially re-identifiable communities (Broom et al., 2009; Parry & Mauthner, 2004). However, it is possible for these issues to be overcome with careful planning and sufficient resources (see, Bishop, 2005; Branney et al., 2019, 2023; DuBois et al., 2018; Karhulahti, 2022 for proposed solutions). Furthermore, the majority of participants consent to share their deidentified data (e.g., Mozersky et al., 2020), even for research on sensitive topics such as abortion (VandeVusse et al., 2022) and GP-patient conversations (Amelung et al., 2020; discussed in Whitaker, 2021), citing helping others as their primary motivation (VandeVusse et al., 2022).
Data Sharing as Behaviour 
[bookmark: _Hlk135413382][bookmark: _Hlk136944232]	The term ‘data sharing’ encompasses a range of behaviours that occur across the research lifecycle, taking place before (e.g., preparing consent forms), during (e.g., recording exclusions), and after the research (e.g., depositing the data in a repository). Behaviours do not occur in isolation but in systems of behaviours that interact with and depend on one another (Michie et al., 2014). This inter-dependence means that if one data sharing behaviour does not occur, this may ultimately prevent data from being shared (see, Norris & O’Connor, 2019). For example, omitting information about future data sharing from participant consent forms or failing to secure suitable funding for data archiving, may preclude the data from being shared.
 For the purposes of the present research, we are interested in individual researchers’ data sharing behaviours. Here we provide a synthesised list of the key behaviours that comprise an idealised data sharing process at the individual researcher level[footnoteRef:4]. Not all behaviours listed are required in order to meet the overarching behaviour of data sharing (e.g., ethics is not required for all research); essential behaviours are depicted using asterisks. The planned research will validate this list of behaviours and add to it if appropriate.  [4:  The list was informed by J. N. Towse, Rumsey, et al. (2020) and evidence cited in the introduction, and has been reviewed by three data sharing experts.] 

1. Seek out skills and resources: Seeking out and engaging with educational resources, and/or participating in training to learn about what constitutes ‘data’, the benefits of sharing, how to share data within ethical, IP, and commercial constraints, and how to handle sensitive data. Reading and complying with university and funder mandates. Seeking practical, financial, or motivational support from peers, colleagues, ethics committees, pre-bid teams, funders, and other facilitators. For example, applying for funding to support data preparation and storage. 
2. Create a Data Management Plan: Creating a data management plan that outlines what types of data will be collected and how researchers will handle the data during and after the study. The plan should address all stages of the research lifecycle from planning through to sharing. Data management plans are required for some funding applications. 
3. [bookmark: _Hlk146540707]Obtain ethics: Submitting an ethics application that includes plans to share data and details of how this will be done. For example, anticipating terms of access. This is not a one-off behaviour; regardless of whether formal ethics approval is required or not, researchers may need to respond to ethical questions throughout the data sharing process.
4. Precursor behaviours: Carrying out data sharing precursor behaviours throughout study design and the active project phase. For example, preparing participant information sheets and consent forms to gain consent from participants to share their data, or acquiring agreement from other stakeholders to share the project data. Then during the active project phase, collecting and analysing data with reuse in mind.  
5. Prepare and manage data*: Preparing data for sharing by following relevant standards (e.g., FAIR) and disciplinary norms to ensure that data will be findable, accessible, interoperable, and reusable. This behaviour includes storing, naming, and versioning the data in a format that can be shared, and creating documentation and metadata. For personal sensitive data this would include anonymising it (i.e., removing identifying information to protect participants identities), or for commercial data/IP protection this might include aggregation. 
6. Deposit data*: Depositing the data and metadata in a repository and providing reuse guidance by adding a license. For sensitive data shielding may be required in the form of access control, that is, specifying the conditions under which the data can be accessed. The data may be placed under a reasonable embargo, for example to delay the release of the data to coincide with a publication, end of project, or to protect first use rights.
Ultimately, the aim of data sharing is to facilitate reusability and subsequent new knowledge. In order to enhance the value and reusability of data (A. S. Towse et al., 2021), it should comply with the FAIR Data Principles (Wilkinson et al., 2016). Therefore, the core data sharing steps – preparing (5) and depositing data (6) – should be carried out with reuse in mind. Ensuring that data are stored in a suitable permanent repository, with rich metadata, clearly labelled and described to ensure it can be independently understood, in a future-proof and ideally non-proprietary format, with a global persistent identifier and an appropriate, preferably open, license (e.g., CC BY). Without these provisions, data have limited reusability (J. N. Towse, Ellis, et al., 2020).
Behaviour Change 
[bookmark: _Hlk135413409][bookmark: _Hlk133504219]Whether researchers decide to adopt data sharing behaviours is a behavioural question (Bishop, 2020; Norris & O’Connor, 2019; Osborne & Norris, 2022), and behaviour change theory has the potential to help understand and improve adoption and maintenance of such behaviours (Norris & O’Connor, 2019). The present research has been developed using the COM-B model (Capability, Opportunity, Motivation – Behaviour) from the Behaviour Change Wheel (BCW, see Figure 1; Michie et al., 2011, 2014): The BCW is a layered framework designed to guide the development of theory-based behaviour change from analysis to intervention design (Michie et al., 2014). We selected this framework because it can be applied to behaviour across different fields and contexts, and was developed based on overcoming the limitations of 19 multidisciplinary frameworks (Michie et al., 2011). It has recently been applied in the domain of Open Research to develop interventions to increase the uptake of preregistration among researchers (Osborne & Norris, 2022) and to investigate the barriers and enablers to implementing the TOP Guidelines (Naaman et al., 2023). 
Figure 1
The Behaviour Change Wheel from Michie et al. (2014)
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Note. The green ring shows influences on behaviour, while the red ring shows intervention types, and the grey ring represents policy options. 
The COM-B model is at the centre of the BCW (the green ring) and is used to perform a behavioural diagnosis. This process involves identifying a target behaviour, investigating individual, socio-cultural and environmental influences (i.e., barriers that decrease the likelihood of the behaviour occurring and enablers that increase the likelihood), and assessing what needs to change in terms of capability, opportunity, and motivation. These three components are part of an interacting system and must be present in sufficient amount for the behaviour to occur: ‘capability’ is the individual’s physical and psychological ability to enact a behaviour, ‘opportunity’ refers to the physical and social environment that enables behaviour, and ‘motivation’ constitutes the reflective (i.e., rational choice) and automatic (i.e., feelings, habits) mechanisms that activate or inhibit behaviour (Michie et al., 2011, 2014). To change behaviour, one or more of the components must change in order to reconfigure the system. The choice of behaviour change intervention should be evidence-based, and informed by the factors that influence current behaviour, to develop something that might be most effective in the specific setting (Hulscher & Prins, 2017).
[bookmark: _Hlk134535595]In addition to COM-B, the Theoretical Domains Framework (TDF; Atkins et al., 2017; Cane et al., 2012) is used in the current study for the development of the interview schedule and analysis. This validated integrative theoretical framework (Cane et al., 2012) comprises 14 domains (knowledge; skills; memory, attention and decision processes; behavioural regulation; social/professional role and identity; beliefs about capabilities; optimism; beliefs about consequences; intentions; goals; reinforcement; emotions; environmental context and resources; and social influences (Cane et al., 2012)) which map to the three COM-B components (see Figure 2) and can provide a granular understanding of behaviour (Michie et al., 2014). 
Figure 2 
The Theoretical Domains Framework (TDF) mapped to the subconstructs of capability, opportunity, and motivation from COM-B (reproduced from Chater et al. (2022))
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Barriers and Enablers to Data Sharing 

Despite important reasons to share data, including individual career-based reasons (C. Allen & Mehler, 2019; Markowetz, 2015; McKiernan et al., 2016), many researchers do not share their data because of perceived costs (Abele-Brehm et al., 2019; Miyakawa, 2020) and lack of incentives (Adimoelja & Athreya, 2022; Chawinga & Zinn, 2019). With data sharing becoming an increasing priority across the sector, the determinants of researchers’ attitudes and behaviours to data sharing have received some scholarly interest. Existing research, spanning various disciplines and geographical areas, has largely focused on real and perceived barriers, and has used survey formats. Below we discuss current evidence categorised according to the three COM-B components. 
Barriers 
Opportunity: Lack of resources is regularly reported as a barrier to data sharing (Fecher et al., 2015). For example, in a survey of over 13,000 scientists conducted in 2009-2010, insufficient time and funding were the most frequently named barriers to data sharing, cited by 55% and 40% of respondents respectively (Tenopir et al., 2011). The fact that time is a frequently highlighted barrier (Astell et al., 2018; Chawinga & Zinn, 2019; Cheah et al., 2015; Farran et al., 2020; Houtkoop et al., 2018; Van den Eynden et al., 2016) is unsurprising as it is well acknowledged that academics have increasingly untenable workloads (Hostler, 2023; Long et al., 2020). Data sharing has the potential to increase research efficiency in the medium to long term at a systems level, but in the short term and at the individual level such behaviours increase workload and require more time and effort compared to “closed” research (Gomes et al., 2022; Hostler, 2023). Other opportunity-related barriers relate to physical resources: In low to middle income countries, lack of specialised data management expertise (Cheah et al., 2015) and infrastructure issues such as lack of current hardware, software and suitable internet access (Bezuidenhout & Chakauya, 2018) also pose a challenge.
[bookmark: _Hlk135325418][bookmark: _Hlk135325916]Capability: Acknowledged barriers also include lack of knowledge and skills (Chawinga & Zinn, 2019), resulting in researchers not feeling fully equipped to complete data sharing tasks (Tenopir et al., 2015). Participants report that they have not learned how to share data (Houtkoop et al., 2018) and lack knowledge about how to share data in a useful way (Astell et al., 2018). The variety of available repositories and the lack of integration between them also poses a challenge in terms of selecting the most suitable storage (Astell et al., 2018). Researchers report a lack of knowledge about copyright, licensing (Astell et al., 2018; Farran et al., 2020), ethics and confidentiality issues that can affect data sharing (Gownaris et al., 2022).  
[bookmark: _Hlk135326814][bookmark: _Hlk137476206]Motivation: In a survey of 600 psychologists asked about 15 barriers, data sharing being uncommon in their field was selected as the most relevant reason for not sharing data (Houtkoop et al., 2018). Other studies show that researchers might not share data due to fear of the implications. For example, the possibility of compromising confidentiality and harming research participants if they can be identified, particularly for sensitive data or stigmatised communities (Cheah et al., 2015). Researchers are also concerned that their research reputation could be harmed (Cheah et al., 2015) if they are scooped (Bezuidenhout & Chakauya, 2018; Soeharjono & Roche, 2021) or if others who have insufficient information and context to understand the data misinterpret or misuse it (Bezuidenhout & Chakauya, 2018; Gomes et al., 2022; Sayogo & Pardo, 2013; Soeharjono & Roche, 2021; Tenopir et al., 2015; Van den Eynden et al., 2016), or even find errors in the data (Gomes et al., 2022). Furthermore, previous research has found that lack of credit and appropriate attribution when others re-use data is a barrier (Cheah et al., 2015; Farran et al., 2020; Gownaris et al., 2022). 
Enablers 
Opportunity: To be able to share data, researchers require opportunities including suitable infrastructure, technical, legal, financial and time allocation support from institutions and funders (European Commission, 2017). For example, the availability of a data repository has a significant influence on STEM researchers sharing data (Kim & Zhang, 2015), and Wellcome funded researchers cited funding to cover the costs of data preparation as their biggest motivator (Van den Eynden et al., 2016). Researchers who work solely on research, and do not have time consuming teaching obligations, are more likely to share their data (Tenopir et al., 2011). Similarly, researchers were more likely to share their data if minimal effort was required (Wallis et al., 2013). Opportunity also includes social opportunities such as institutions providing a positive research culture in which data sharing is recognised and rewarded (Huang et al., 2012). 
Capability: Researchers must have the necessary skills to carry out the various sub-behaviours that comprise data sharing. This includes not just knowledge and skills about how to share data, but also planning during study design phases. Reanalysis of data from Tenopir et al. (2011) found that having data management skills increased the likelihood of data sharing (Sayogo & Pardo, 2013). 
Motivation: Researchers who perceive career benefits to data sharing are more likely to have positive attitudes towards it and engage in more data sharing behaviours (Kim & Zhang, 2015). Direct personal benefits such as data sharing being looked upon favourably in funding and promotion decisions, and enhanced reputation are also motivating factors (Van den Eynden et al., 2016). In the aforementioned survey of psychologists, mandates to share data from funders or institutions were ranked top of the conditions most likely to encourage data sharing (Houtkoop et al., 2018). Increased impact, visibility and opportunities for collaboration are cited as incentives to share data (Farran et al., 2020; The State of Data, 2022; Van den Eynden & Bishop, 2014). When their data are re-used, researchers consider acknowledgement or citation to be essential (Sayogo & Pardo, 2013; The State of Data, 2022; Tenopir et al., 2015). But researchers also recognise broader incentives of public benefit and transparency and re-use (Farran et al., 2020). 
Research Questions
The majority of research on factors influencing researchers’ data sharing behaviours is based on survey data and focuses on barriers; a more comprehensive and nuanced understanding is missing. For example, in survey responses, we cannot disentangle the often-cited barrier ‘lack of time’ from a lack of motivation to prioritise data sharing because it is not incentivised. Like other behaviours, data sharing is not stable within an individual, and may vary across time (Corker, 2018; Norris & O’Connor, 2019) based on internal factors such as motivation and habit, and external factors including resources and project priorities (Kwasnicka et al., 2016; Norris & O’Connor, 2019). Therefore, for those researchers who are currently engaging or have engaged with data sharing behaviours, we are interested in understanding what facilitated these behaviours, and what needs to change in the system to ensure maintenance and adoption by others. 
[bookmark: _Hlk146541532]Given the centrality of shared data in accelerating knowledge and solving global social issues (UNESCO, 2021), more thorough insight into the barriers and enablers to data sharing is important. Such an understanding can help facilitate the future development of effective behaviour change interventions. From this perspective, we are particularly interested in participants from one university in the UK because the insights from this study will be used by the university to develop future interventions to encourage data sharing. The overall aim of this study is to draw on the COM-B model and TDF to explore the factors that help and hinder researchers in sharing their research data. To do so, we conduct qualitative interviews analysed using thematic template analysis. Our research question is: 
[bookmark: _Hlk127894469][bookmark: _Hlk127895027]RQ1: What are the barriers and enablers to data sharing experienced by researchers?
The results will be presented in written format and synthesised visually in the form of a behavioural map that plots data sharing behaviours and their dependencies within the broader university system, and shows relationships between actors, behaviours, and influences (barriers and enablers).
Method 
## Note: all OSF links are ‘view only’ provided for the purposes of Stage 1 peer review. At Stage 2, the links will be updated, and references added for the data ##
Design
The study consists of semi-structured qualitative interviews with researchers carried out during [enter date at Stage 2]. An interview design was selected to allow an in-depth exploration of the topic that extends beyond the strictures of quantitative surveys, and enables participants to talk about their individual experiences, and the barriers and enablers that are particularly pertinent for them. Interviews help to ensure that voices across different disciplines and career levels are given equal opportunity to be heard, and a semi-structured approach allows for prompts to help obtain further details. Furthermore, because Open Research-related terminology differs between disciplines, a one-to-one approach will minimise misunderstandings that might occur in a focus group setting or via a survey.
We supplemented the methodological details below by completing the consolidated criteria for reporting qualitative research (COREQ; Tong et al., 2007); a 32-item checklist for reporting key aspects of qualitative research (see “Materials & Procedures” component on the OSF https://osf.io/w3sfq/?view_only=53487da8f8af4eb79a69784de9bc5c62). We note that the COREQ is controversial, with criticisms including the inability to replicate the development of COREQ (Buus & Perron, 2020), a focus on data saturation (Braun & Clarke, 2021c) and on the interviewer gender over other relevant characteristics (Clarke, 2022). In the present study, the COREQ checklist did not guide our decisions, but provides a quick summary of the research. Additionally, we supplement interviewer characteristics by providing positionality statements (see “Positionality” component on the OSF https://osf.io/d4sjk/?view_only=d2ada9f1d54141c28d3dd3714c86ea46).
The research received a favourable opinion from the first author's university's Research Ethics Committee (ref: FHMS 22-23 072 EGA). 
Recruitment and Participants
[bookmark: _Hlk127869764][bookmark: _Hlk135211600]Purposive sampling will be used to recruit research active staff and PhD students working at a university in the South of England. We deliberately recruit only researchers who are aware of or practice Open Research to ensure that participants can talk about their experiences of barriers and enablers to data sharing. Inclusion criteria: Researchers who produce potentially shareable data in their research or work in a team that does so, and self-report as one or more of the following: (a) They have shared data once or more, (b) They have experience using one or more of the following Open Research practices: open software/code, preregistration or Registered Reports, preprints, open monographs, open educational resources, or (c) They are aware of two or more of the aforementioned Open Research practices and have considered data sharing, but have not yet engaged with it.
[bookmark: _Hlk135062823][bookmark: _Hlk135063742]Statistical generalisability is not the goal of qualitative research, rather we aim to provide rich knowledge that reveals the breadth of participant experiences (Smith, 2018). To maximise diversity within our target group, we will recruit participants to include a range of the following characteristics: career stages, genders, disciplines, and experience with data sharing (the latter being as per the inclusion criteria above). As a minimum, we will ensure that our final sample includes one female and one male participant from each of the four career stages (see Table 1), one participant from each of the three broad research discipline (STEM, Social Sciences, and Humanities), two participants from ethnic groups other than White British, and two participants who have not shared data. 
[bookmark: _Hlk135056433][bookmark: _Hlk141777990]The first round of recruitment was conducted prior to submitting the Stage 1 Registered Report because an apt opportunity occurred for people to express interest in taking part in the study: Initially potential participants were identified based on their contribution to a prior survey, led by the UK Reproducibility Network (UKRN), that ran in early 2023 and investigated attitudes towards and experience in Open Research. Upon completing the UKRN survey, if the potential participant was interested, they were directed to a short, separate sign-up survey where they were asked “How important do you believe Open Research is to your field?” and “Thinking about one of your recent research projects, did you/do you plan to make your research data open (i.e., information you collect, observe, generate or create as part of your research)?”.  Twenty people indicated their interest in being interviewed (one of whom does not work with data and is therefore not eligible). If necessary, to ensure diversity on the characteristics mentioned above, we will recruit additional participants by advertising the study internally at the university via email (see “Materials & Procedures” component on the OSF https://osf.io/w3sfq/?view_only=53487da8f8af4eb79a69784de9bc5c62). This round of recruitment will be conducted post in-principle acceptance of the Stage 1 Registered Report. All potential participants (including those that have already shown interest) will complete a short screening survey to assess them against the inclusion criteria, and to collect demographic information relating to our characteristics of interest: career stage, gender, discipline, plus additional demographics: age and ethnicity  (see “Materials & Procedures” component on the OSF https://osf.io/w3sfq/?view_only=53487da8f8af4eb79a69784de9bc5c62). Answers will be assessed against the inclusion criteria. If all criteria are met, participants will be invited for interview. To ensure that pseudonyms are allocated respectfully, the survey asks participants to provide their own pseudonym (R. E. S. Allen & Wiles, 2016). 
Personal data from the recruitment and screening survey will be password protected and stored in a separate folder to the pseudonymised participant interviews.
[bookmark: _Hlk134799614]Sample Size Justification 
A priori, we set a minimum sample size and a maximum stopping rule. As described in the ‘data analysis’ section below, our use of template analysis sits on the spectrum between codebook and reflexive thematic analysis, and therefore data saturation is theoretically incoherent (see, Braun & Clarke, 2021c). Data saturation, originally coined by Glaser and Strauss (1967) as a specific element of grounded theory, is broadly defined as the point at which no additional themes, information or insights are yielded from the data (Braun & Clarke, 2021c). However, reflexive thematic analysis does not have a saturation point because it assumes that meaning occurs during the interaction between the data and the researcher, and therefore new insights are always possible (see Braun & Clarke, 2021c for a more nuanced discussion of data saturation in relation to thematic analysis). An alternative option suggested by Braun and Clarke (2021c), is information power (Malterud et al., 2015). We do not believe that there is an ideal single approach to determine qualitative sample sizes a priori (see Sim et al., 2018 for discussions against a priori estimates), but a combination of methods can provide a reasonable estimate. Therefore, we use three approaches as the rationale for our sample size: (a) information power; (b) previous research; and (c) resource constraints. 
Information Power 
Information power proposes that the more relevant information a sample holds, the fewer participants are required (Malterud et al., 2015). Five dimensions affect information power: 1) study aim – information power increases with a narrower research question and decreases with a broader question; 2) sample specificity – a sample comprising participants with characteristics and knowledge highly relevant to the research has high information power; 3) established theory – applying established theories increases information power; 4) quality of dialogue – if the data are rich fewer participants are required; 5) analysis strategy – single case or cross-case analysis decreases information power (Malterud et al., 2015). In summary, studies with focused research question(s), participants specific to the study aim, rich data that are supported by theory and analysed using in-depth exploration of narratives, have higher information power and require smaller samples (Malterud et al., 2015). 
In this study we have dense sample specificity because participants are purposively recruited based on their knowledge and/or experience of data sharing, the semi-structured interview format should promote good quality of dialogue, we use established theory to design and interpret the study, and we do not use single case or cross-case analysis. However, our research question (RQ1) is neither broad nor narrow because although the topic - data sharing - is narrow, we ask it in the context of researchers across disciplines and career stages. Overall, information power considerations suggest a “smaller” sample size. 
Previous Research on Qualitative Sample Sizes 
Braun and Clarke (2013) typically recommend a sample size of 10 – 20 for a medium thematic analysis project using interviews. Notwithstanding our comments above about data saturation, we note that a recent systematic review of qualitative sample sizes found that on average 12-13 interviews reached saturation (Hennink & Kaiser, 2022), confirming previous work that also reported saturation at 12 interviews (Guest et al., 2006). 
Pragmatic Resource Constraints 
We also consider pragmatic constraints related to funding (limited internal funding) and time (the first author’s temporary contract and the time pressure that researchers, our participants, are under). Due to these resource constraints, we set the maximum number of interviews to 20. 
Sample Size 
	Our aim is to capture the depth and nuances of the topic in relation to the research questions, while avoiding research waste in terms of funding and participant time. Based on the above three considerations, we set an anticipated lower sample size of 12 and an upper sample size of 20. The final sample size will be decided in-situ via discussion with the research team who will consider “the adequacy (richness, complexity) of the data for addressing the research question” (Braun & Clarke, 2021c, p. 211). An initial discussion (led by ELH) will occur after 12 interviews are completed. If further interviews are required, the research team will discuss sample size again after every two additional interviews until we reach the upper limit of 20. If we reach 20 interviews and have concerns about the adequacy of the data, we will note these as a limitation of the study.
Participant demographics of our final sample are presented in Table 1 [to be completed at Stage 2]. In total we interviewed XX participants aged XX – XX years. XX participants have previously shared their data, and XX had not. [a further summary of participants demographics may be added at Stage 2 if it is a useful addition to Table 1.]
Table 1 
Participant Demographics [to be completed at Stage 2]
	Characteristic
	N
	%

	Gender
	
	

	   Female
	
	

	   Male 
	
	

	   Non-binary 
	
	

	   Prefer to self-describe
	
	

	   Prefer not to disclose 
	
	

	Ethnicity
	
	

	[included groups to be completed at Stage 2]
	
	

	Career stage 
	
	

	   Junior (e.g., PhD candidate, Research Assistant)  
	
	

	   Early (e.g., Research Associate or Fellow, Lecturer)  
	
	

	   Mid (e.g., Senior Lecturer or Researcher, Reader)  
	
	

	   Established (e.g., Professor, Principal Fellows)  
	
	

	Broad research discipline
	
	

	[bookmark: _Hlk141286926]   STEM
	
	

	   Social Sciences
	
	

	   Humanities 
	
	

	Research methods used
	
	

	   Quantitative
	
	

	   Qualitative 
	
	

	   Mixed 
	
	

	Number of Open Research practices used*
	
	

	   0
	
	

	   1 - 2
	
	

	   3 - 4
	
	

	   5
	
	


Note: *The Open Research practices we consider relevant are open software/code, preregistration or Registered Reports, preprints, open monographs, open educational resources.
Materials
[bookmark: _Hlk127869882]A 26-item interview schedule will be used to identify the barriers and enablers to data sharing behaviour (see Table 2). Interview questions were created informed by the COM-B model (Michie et al., 2011, 2014) and TDF (Atkins et al., 2017; Cane et al., 2012) and developed to extend previous work that suggests that opportunity-related factors such as time and resources, capability-related factors such as knowledge and skills, and motivation-related factors such as incentives, are barriers and enablers to data sharing. The schedule covers all COM-B constructs and TDF domains apart from ‘physical capability’ because we assume that if researchers are physically capable of conducting research, they are also capable of sharing data. The interview schedule was piloted in May 2023, with a participant who is familiar with Open Research practices. The questions were subsequently modified to ensure clarity. For details of how the interview will be introduced and closed, see “Materials & Procedures” component on the OSF https://osf.io/w3sfq/?view_only=53487da8f8af4eb79a69784de9bc5c62.
Procedure 
[bookmark: _Hlk127869842]One-to-one semi-structured interviews will be conducted by the first author (ELH) online via Teams. Participants will be provided with the information sheet and consent form (see “Materials & Procedures” component on the OSF) via email a minimum of 3 days before the interview. Participants will be advised that they may withdraw their data at any point and up to one month after interview completion without providing a reason. The information sheet explains that pseudonymised transcriptions of the interviews will be made openly available. 
[bookmark: _Hlk135238546]Interviews will last approximately one hour during which both participants and the interviewer will have their cameras on. At the start of the interview the researcher will explain the purpose of the research, mention that participants may ask for a break or withdraw at any time, and remind them that the interview is being recorded. Questions will be asked in the same fixed order for all participants (Table 2). If during the interviews it becomes apparent that participants understand a question differently from how it was intended to be understood, we will amend the question and transparently report this. Upon completion of the interview, participants will be thanked and provided with a debrief (see “Materials & Procedures” component on the OSF https://osf.io/w3sfq/?view_only=53487da8f8af4eb79a69784de9bc5c62). They will be offered the opportunity to review their pseudonymised transcripts for the purpose of highlighting any parts that they do not wish to share. Any such parts will be reported transparently as ‘redacted’. Participants will receive a £50 Amazon voucher via email in return for participation.


Table 2
Interview Schedule Informed by COM-B and the TDF
	COM-B construct 
	TDF domain
	Interview Questions

	
	
	Different disciplines use different terms to describe data, for example, some people conceptualise it as the evidence underpinning their conclusions. What does the term ‘data’ mean to you?

	
	
	What kinds of data do you usually work with or produce in your research? 

	
	
	How would you describe your attitude towards data sharing? [prompt if necessary] Do you generally feel positive or negative? [follow up] Is it something you consider to be important?

	
	
	To what extent is data sharing something you normally do with your research data? [follow up] Are you or have you been responsible for sharing the data yourself?

	
	
	When did you start (thinking about) sharing your data and why? [prompt if necessary] For example, is it something you feel/don’t feel is important?

	
	
	Have the reasons you share/don’t share your data changed?

	Reflective motivation
	Social or professional role & identity
	Do you consider yourself to be an open researcher? [prompt if necessary] What does that term mean to you? [prompt if necessary] Does the term ‘open researcher’ have any positive or negative connotations?

	Reflective motivation
	Social or professional role & identity
	Do you feel that sharing your data is part of your role? [follow up] Does it ever change, for example, based on the team or project you’re working on?

	Psychological capability
	Knowledge
	The University and funders have policies on research data management, do you know what is expected from you in terms of data sharing by the University and funders? [follow up if yes/maybe] Can you summarise those expectations for me? [current behaviour] And how do your practices compare to those expectations - do you generally meet the requirements? [if behaviours differ] Can you tell me about why your practices differ?

	
	
	Now I’m going to describe the various steps a researcher might follow when they’re sharing data. While I’m talking, think about whether there is anything missing from my list: For someone to share data really well, first you’d need to know why and how to share your data, you might need to seek or use practical or financial support, create a data management plan, include data sharing in your ethics application, and then you need to apply data sharing practices throughout planning, study design and data collection (for example, mentioning data sharing in your consent forms), and finally manage the data by anonymising it and saving it in a shareable file format, and then actually share the data in a repository according to disciplinary standards.  Did I miss anything in terms of the behaviours that make up data sharing? 

	Psychological capability
	Knowledge
	Was there anything on that list that’s unfamiliar to you?

	
	
	Do you follow all those steps?

	Psychological capability
	Memory, attention & decision/Behavioural regulation 
	When in the research process do/would you typically start to think about data sharing?


	Psychological capability/
Reflective motivation
	Cognitive & interpersonal skills/ Belief about capabilities
	Do you feel that you have the necessary skills to complete all the data sharing practices I described? [follow up] Do you feel confident in those skills? [follow up] Are there any parts you find particularly difficult? [follow up] Have you ever received any training in data sharing?

	Automatic motivation
	Emotion
	Are there any stages of data sharing that particularly worry you, or anything more broadly that concerns you about data sharing?

	Reflective motivation
	Optimism
	To what extent do you think you can overcome these barriers or challenges?

	Reflective motivation
	Beliefs about capabilities
	What support do you need to overcome those challenges? What do you think needs to change?

	Physical opportunity
	Environmental context & resources
	How does your environment at work influence your data sharing behaviours? [follow up] Do you have sufficient resources in terms of things like time and infrastructure (e.g., a repository for your data), but also organisational culture, in order to complete all those data sharing practices? [follow up if time is mentioned] Where does/would the time come from that you spend on data sharing activities?

	Physical opportunity
	Environmental context & resources
	How would your work environment, resources or environmental culture need to change to help you engage more with data sharing practices?

	Social opportunity
	Social influences
	To what extent do the people you work with help or hinder you with data sharing? [prompt if necessary] What type of support is that?

	Social opportunity
	Social influences
	How would the people around you need to change to help you engage more with data sharing practices?

	Physical opportunity
	Environmental context & resources
	To what extent is data sharing prioritised and valued by your department/school, the university, and funders?

	Automatic motivation
	Reinforcement
	Do you think that there are any incentives or benefits for you personally to share data? [follow up] Has data sharing ever affected your career?

	Reflective motivation
	Goals/Intentions
	Where in your order of priorities does sharing your data come? [follow up] Would you like to change that? [follow up] What would need to change to make that shift?

	Reflective motivation
	Beliefs about consequences
	Have you ever thought about who might use your data? [follow up] Do you know whether any of your data has been accessed or reused? [follow up] Would you like to know?

	Reflective motivation
	Beliefs about consequences
	What do you think would happen if you were to always share your data? Would there be positive or negative implications for you, the wider research community, or society?



Data Analysis
Interviews will be video recorded and transcribed using Otter.ai and Word’s automated audio transcription, and stored in the university's research folder. Transcriptions will be checked by the first author against the recordings to ensure verbatim accuracy of all verbal utterances, and that punctuation is used to preserve the original meaning (Braun & Clarke, 2006). The recordings will be deleted at the point that the Stage 2 manuscript is accepted. 
Pseudonymisation 
	Pseudonymisation will be carried out by the first author and follow the UK Data Service’s guidance for qualitative data (UK Data Service, n.d.). We will use the following steps:
1. Where possible we will not collect disclosive data. For example, we will not ask for names of people, departments, universities, or companies.
2. We will use the UK Data Service’s Text Anonymisation Helper Tool (UK Data Service, n.d.) that runs MS Word macros to help find any disclosive information. 
3. Pseudonymisation will occur once transcription is complete. The original, unedited version of the transcription will be kept for use within the research team. 
4. We will replace any identifying information, rather than blanking it out. Replacements will be clearly indicated using square brackets. For example, “My colleague Indiana Jones” would be edited to “My colleague [name]”. We will keep a pseudonymisation log of any edits and an identifying key[footnoteRef:5], to be stored separately from the pseudonymised transcripts.  [5:   We plan to pseudonymise the data and keep an identifying key to allow the possibility of future follow up interviews with the participants. ] 

[bookmark: _Hlk133489453]Thematic Template Analysis
	Broadly, the purpose of thematic analysis is to develop themes in the dataset in relation to the research question (Braun & Clarke, n.d.). There are three main types of thematic analysis (Braun & Clarke, 2019, 2023) that appear on a spectrum from ‘coding reliability’ that prioritises coding accuracy, to ‘codebook’ where the coding structure is developed based on both the data and a priori theory, through to ‘reflexive’ that emphasises “the inescapable subjectivity of data interpretation” (Braun & Clarke, 2021a, p.37). Template analysis is a flexible form of thematic analysis that uses a hierarchical coding structure (Brooks et al., 2015). This style of thematic analysis was selected because it allows the theoretical underpinnings of the research, in this case COM-B and TDF, to be used to develop a priori themes but these themes remain flexible. The coding template is further developed based on a subset of the data, and then refined and advanced as it is applied to the full dataset (Brooks et al., 2015). 
[bookmark: _Hlk142920042]Where template analysis sits on the spectrum of thematic analysis depends on researchers’ epistemological position. As this research aims to explore what factors influence researchers' data sharing behaviours, we will adopt a critical realist ontology assuming that a meaningful reality exists but that our experience of it is subjective and socially influenced (Braun & Clarke, 2013). The analysis will also be underpinned by a contextualist epistemology: Contextualism aims to understand truth, but views knowledge as contextually located and influenced by the researcher’s position, and therefore truth is bound to the context in which data are collected and analysed (Madill et al. 2000). This position is consistent with a data-focused approach to thematic analysis that acknowledges the active role of the researcher (Brooks et al., 2015). From this philosophical position, template analysis sits on the spectrum between codebook and reflexive thematic analysis, and on the continuum between deductive (initial themes are established before coding) and inductive (themes are developed and refined through engagement with the data) thematic analysis. 
The pseudonymised transcribed data will be coded using the software package NVivo [version added at Stage 2]. The template analysis will follow Brook et al.’s (2015) and King et al.’s (2018) guiding framework. Initially, template analysis is typically carried out on a subset of the data. The subset should capture the variety of experiences covered in the full dataset, therefore the precise number cannot be determined in advance but we anticipate that it will be a non-random sample of around five interviews. We use King et al.’s (2018)’s understanding of ‘codes’ as comments linked to extracts of text, indicating that they are relevant to the research question. Codes develop into themes; and ‘coding’ is the process of assigning codes and themes to the text. 
[bookmark: _Hlk146542275]Stages 1 – 4 below will be carried out independently by the first author (ELH), who is familiar with COM-B and the TDF, and the fourth author (EKF), whose familiarity with the models is limited to this study, and who therefore brings a different perspective to the analysis. Throughout the process, coding will be discussed with all authors for the purpose of developing a richer understanding of the data. The final coding template will be agreed by all authors.  
1. Familiarisation with the data: Familiarisation is a key step because template analysis requires that extracts of text are interpreted in the context of their meaning within the participant’s complete account. The coders will become immersed in the data by listening to the interview recordings and reading the transcripts while looking for meaning and patterns. Informal notes will be made, for example, noting quirks and connections in the data and broadly what is going on in the data. 
2. Preliminary coding: Preliminary coding will be carried out based on what appears interesting in the data in relation to RQ1. We will use a coding template of initial themes (version 1) developed a priori based on the COM-B constructs and TDF domains (see “Materials & Procedures” component on the OSF https://osf.io/w3sfq/?view_only=53487da8f8af4eb79a69784de9bc5c62). A priori themes may be removed or modified if they are ineffective at characterising the data.
3. Clustering: Once preliminary coding is completed, we will group the codes and a priori themes to begin to identify meaningful clusters. This process will involve sorting, collating, and combining similar codes into clusters of meaning to capture significant patterns in the dataset. The hierarchical structure of the themes will be developed, with narrower themes being nested under those that capture a broader perspective. 
4. Developing the coding template: Having identified clusters, themes and their relationships, the coding template will be developed. Seeing as we started with an initial theoretically driven coding template, this will be version 2 of the template. 
5. Apply and modify the coding template: The first author will develop the coding template by applying it to all remaining interviews and considering whether the themes capture the meaning of all interviews. Where themes do not capture the new data, the template will be modified. This phase might involve inserting new themes or moving them between clusters, defining, or discarding themes. A new version will not be produced after applying it to each interview; instead we will code three interviews before producing a new version. All versions of the coding template will be transparently reported along with a log of which interviews were coded to which version of the template (see “Materials & Procedures” component on the OSF https://osf.io/w3sfq/?view_only=53487da8f8af4eb79a69784de9bc5c62). The coding template will be modified until it captures all data relevant to RQ1. If changes between versions of the coding template are substantial, we will go back and recode the previously coded interviews (this decision will be taken in situ by the first author). Otherwise, we will recode interviews with the final coding template.   
6. Finalise the coding template: We will consider the coding template to be ‘final’ when it, a) captures all data relevant to our research question, and b) is clear enough to facilitate interpretation of the findings. Once the template is finalised, it will be applied to the full dataset.    
7. Writing up: Findings will be presented theme-by-theme. At the start of each thematic section, the theme and sub-themes will be presented in a table. The write up will focus on reporting the (sub)themes most relevant to the research question. Vivid examples of themes that capture their core meaning will be used to illustrate each of those themes. 
Credibility Strategies
As described above, coding will be led by the first author (ELH), version 2 of the coding template will be developed by the first author and last author (EKF) whose familiarity with COM-B and the TDF are limited to this study, and the research team will input at various stages. We will not use consensus coding or inter-rater reliability because these methods are inconsistent with the philosophical assumptions that underly more reflexive or codebook types of thematic analysis (Braun & Clarke, 2021b). For example, inter-rater reliability assumes that there is a single accurate reality that should be coded in the data, where reflexive thematic analysis holds that the researcher is an active participant in meaning making, and that codes are derived via a situated interaction between the researcher and the data (Braun et al., 2019; Braun & Clarke, 2013). The researcher’s subjectivity is embraced as a resource that “sculpts the knowledge produced, rather than a must-be-contained threat to credibility” (Braun & Clarke, 2021b, p. 334). Explicating a researcher’s motives, background, and perspectives via a positionality statement allows the reader to consider the researcher’s influence on data collection and analysis, thereby increasing transparency and rigour (Steltenpohl et al., 2023). The authors have provided pre-study positionality statements (see “Positionality” component on the OSF https://osf.io/d4sjk/?view_only=d2ada9f1d54141c28d3dd3714c86ea46). A second positionality statement, in which the first author will reflect on how their assumptions and position might have shaped the coding process, will be completed once the data have been analysed and written up. In addition, to establish the rigor and dependability of the work, we will share the raw transcripts (subject to participant consent) and transparently document the research process by reporting all versions of the coding template (see Steltenpohl et al., 2023). 
Data availability
The pseudonymised transcripts and study materials will be made available in the OSF repository https://osf.io/ [to be completed at Stage 2]. All versions of the coding template will also be made available. To help maximise adherence to FAIR principles, the data will also be archived with the UK Data Service. For further details on how we ensure adherence to FAIR principles see the “Data” component on the OSF https://osf.io/ejcp5/?view_only=5a52bec09805486b9af2e5a588263855.  
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