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Introduction
Ambiguous information from the environment is common in daily life. People make sense of ambiguous information through interpretation. Interpretation is a semantic process to resolve ambiguous content by constructing and adopting mental representations (Blanchette & Richards, 2010; Hirsch et al, 2016). Emotionally ambiguous visual and semantic information encompasses the possibility to be interpreted as positive (admirative, supportive, and benign) and negative (opposing, criticizing, and hostile). Interpretation reflects the assumptions we make implicitly about how ambiguous scenario will proceed. An interpretation bias is essentially a distortion in such assumptions that favors positive or negative contents. 
Populations with internalizing traits, such as depression and anxiety, tend to interpret information more negatively than those without (Blanchette & Richards, 2010). Many experimental studies have demonstrated robust interpretation biases in individuals with different internalizing disorders, including depression (Bowler et al, 2012; Everaert et al, 2014; Everaert et al, 2017; Hirsch et al, 2016; Lee et al, 2016; for a comprehensive review, see Everaert, Podina & Koster, 2017b), anxiety (Subar, Humphrey & Rozenman, 2021), and social phobia (Amin, 1998). Interpretation biases were also discovered in individuals with paranoia (Savulich et al, 2015; Trotta et al, 2020) and the onset of psychosis (Yiend et al, 2019). Likewise, interpretation bias modification to induce positive interpretation showed therapeutic effects (Jones & Sharpe, 2017; Mathews et al, 2007; Mackintosh et al, 2006; Watkins et al, 2009). For example, depressed individuals tend to create more negative meanings to explain ambiguous information (Clark et al, 1999; Ingram et al, 1999). Socially phobic individuals tend to interpret information in social scenarios as threats, which in turn reinforces social anxiety. Such a biased Nnegative interpretation bias is hence believed to contribute to psychological play a crucial maintaining role in pathological states and symptoms as it exposed individuals to more negative experiences (Wilson et al, 2006). Here, we examine the bidirectional relationships between interpretation bias and psychological symptoms in subclinical depression and paranoia, and the transdiagnostic mediating role of repetitive negative thinking in such relationships.
A rich amount of experimental studies have demonstrated robust interpretation biases in a wide range of psychological disorders, including depression (Bowler et al, 2012; Everaert et al, 2014; Everaert et al, 2017; Hirsch et al, 2016; Lee et al, 2016; for a comprehensive review, see Everaert, Podina & Koster, 2017b), anxiety (Subar, Humphrey & Rozenman, 2021), social phobia (Amin, 1998), paranoia (Savulich et al, 2015; Trotta et al, 2020) and the onset of psychosis (Yiend et al, 2019). Likewise, interpretation bias modification to induce positive interpretation showed therapeutic effects (Jones & Sharpe, 2017; Mathews et al, 2007; Mackintosh et al, 2006; Watkins et al, 2009). It is understandable to see negative interpretation bias as a shared cognitive vulnerability across different psychological conditions, varying in content that links to its respective disorders (Trotta et al, 2020). Such variation might be best illustrated as ‘content specificity’ (Beck, 1976; Mathews & MaeLeod, 1994); biases will be stronger when the stimuli are more relevant to the symptoms. 
Negative interpretation biases and psychological symptoms 
Interpretation bias, Negative Schema and Psychological Symptoms 
There have been different theories proposed to explain how biased interpretation leads to psychological outcomes. One of the most prevailing cognitive models to explain the association between interpretation biases and psychological outcomes is Beck’s schema theory (Beck & Haigh, 2014). Schemas are cognitive structures which consist of core beliefs about oneself, one’s relationship with others, and the world (Beck, 1976; Beck et al, 1979). Negative Ccognitive schemas guide several cognitive processes, including attention, appraisal, as well as worrying and rumination (Beck & Clark, 1988; Friedberg & McClure, 2015). Negative cognitive schemas were are developed through complex interactions of genetic factors and adverse experiences in the environment. When individuals encounter stressful events, negative cognitive these schemas will be activated to guide individuals to interpret surrounding ambiguous information.how individuals process and interpret surrounding information. In the meantime, negative schemas are strengthened by exposure to severe or recurrent stressful events. Hence, activation of negative schemas leads to biased interpretation and, exposes individuals to more negative experiences, whichand in turn viciously strengthens the negative schemas. In this sense, interpretation biases precede symptoms.
Similar conceptualization is found in paranoia, the ‘unfounded thoughts that others are deliberately intending to cause harm (Murphy et al, 2018)’. Although paranoia is a cardinal symptom of psychosis, paranoid beliefs are ubiquitous in the general population (Freeman, 2005) and exist on a continuum (Elahi et al, 2017; van Os, 2003). Negative schemas about the self and others have been implicated in paranoid thoughts. Freeman et al (2002) asserted that the combination of negative schematic beliefs of self and that of others gave rise to the emergence of paranoid thoughts. A paranoid individual might interpret ambiguous information (like stares from strangers or reactions from surrounding others) as negative, which activates negative schematic beliefs of self as weak versus others as dangerous. Anxiety also plays a role as elevated vigilance to the surrounding others. It is such a combined schema activation that leaves an individual not only feelings of being vulnerable but also being at risk of harm (Humphrey et al, 2021). Studies of interpretation bias in paranoia have important implications as more severe paranoid appraisals entail more psychotic-like experiences; the most severe paranoid ideations might underly the development of persecutory delusions and hence the risk of psychosis onset (van Os, 2003).
Despite the association between negative interpretation biases and the respective psychological disorders has been well established, whether negative interpretation biases precede psychological symptoms remains unclear. Negative interpretation biases and psychological symptoms might exert reciprocal influence over one another. In other words, psychological symptoms might affect how we perceive the world, while at the same time, negative interpretation biases contribute to more psychological symptoms. For example, mood induction study conducted by Liu et al (2019) showed that induced anxiety increased attentional biases to negative content, indicating pathway from psychological states to cognitive biases might exist. To date, there is no longitudinal study assessing temporal precedence in the relationship between negative interpretation biases and psychological symptoms. 
Given negative interpretation biases appear to be a shared cognitive mechanism in both internalizing symptoms and paranoid thoughts, there have been attempts to see whether bias modification can reduce both internalizing symptoms and paranoid thoughts. Shared characteristics of cognitive models in depression and paranoia have intrigued researchers to study whether bias modification can reduce both internalizing symptoms and paranoid thoughts. One study found that compassion intervention targeting negative emotions in a subclinical sample with psychotic symptoms could reduce paranoid thoughts (Lincoln, Hohenhaus & Hartmann, 2013). The underlying hypothesis was that, since depressive schema activation could trigger attentional biases that led to more paranoid thoughts (Provencio et al, 2011), bias modification could alleviate paranoid concerns by preventing depressive schema activation. This highlights two points. First, internalizing symptoms might trigger negative interpretation biases for psychosis and contribute to more paranoid thoughts. Second, internalizing symptoms and paranoid thoughts might have overlapping triggers of schema activation.
In this vein, internalizing symptoms and paranoid thoughts might share overlapping triggers of schema activation. However, few studies have worked on whether one type of psychological symptom (e.g. depression) would be associated with another type of interpretation bias (e.g. interpretation bias for psychosis) and contribute to psychological symptoms in another spectrum (e.g. paranoid thoughts). There is also no study working on whether one type of interpretation bias (e.g. for depression) would be associated with another type of psychological symptoms (paranoid thoughts), and contribute to vulnerability to comorbid psychological conditions. However, few studies have worked on whether one type of interpretation bias (e.g. depression) might associate with another type of psychological symptoms (e.g. paranoid thoughts) and contribute to vulnerability to co-morbid psychological conditions. Although this link has not yet been established, recent studies did highlight the correlation between depressive symptoms and paranoia (Mortiz et al, 2017; Salokangas et al, 2016). Depressive symptoms were also frequent among first-episode psychosis patients (Sönmez et al, 2016), and predicted poorer long-term prognosis in individuals at high risk for psychosis (Deng et al, 2021).
The role of repetitive negative thinking
Rumination, Interpretation Biases, and Psychological Symptoms
In the recent decade, researchers have attended to repetitive negative thinking rumination as a transdiagnostic mechanism factor that contributes to to explain psychiatric comorbidity. Repetitive negative thinking refers to recurrent, prolonged negative thoughts about one’s self, one’s concerns, and one’s experience (Watkins, 2008). Repetitive negative thinking differs from negative automatic thoughts; while negative automatic thoughts exert effects through shorter appraisals of loss and guilt, repetitive negative thinking consists of longer chains of self-focused processing that occur as a response to the initial negative thought (Papageorgiou & Wells, 2004). Repetitive negative thinking retains negative content in the mind and maintains negative experiences in individuals.
Some subtypes of repetitive negative thinking are historically associated with internalizing disorders. For instance, rumination is often considered conceptually associated with depression (Nolen-Hoeksema et al, 2008), whereas worry (apprehensive expectation) is considered associated with generalized anxiety. Early conceptualization saw rumination as an emotional-focused response to depressed mood (Nolen-Hoeksema, 1991). Later on, Alloy and colleagues (Alloy et al, 2000; Robinson & Alloy, 2003) extended Nolen-Hoeksema (2004)’s response style theory and proposed stress-reactive rumination, a subtype of rumination activated by stressful encounters.
Although some researchers treated rumination and worry as indistinguishable components of perseverative thinking (Ruscio et al, 2011), rumination and worry appear to be different mechanisms. Rumination provokes self-referential concerns about loss and failures (Nolen-Hoeksema, 1991), whereas worry provokes thoughts that overestimate the likelihood and consequences of negative events as a result of encountering uncertainty (Berenbaum, 2010). In addition, factor analyses revealed that rumination and worry specific items loaded on two different factors (Castro et al, 2022; Hur et al, 2016; Madian et al, 2019). 
Watkins and Roberts (2020) viewed rumination as a transdiagnostic construct that exacerbated psychopathological outcomes by amplifying negative mood states and reducing sensitivity to changing contingencies and contexts. Rumination elaborates and further polarizes related thought contents (Watkin, 2008), which is likely associated with magnifying and catastrophizing the likelihood of negative outcomes. Experimental studies showed induced rumination would retain negative emotions from a prior failure event (Watkins, 2004) and increase negative emotional reactivity (Watkins, Moberly, & Moulds, 2008). In terms of cognitive impairment, rumination is associated with making rumination-consistent interpretations but not threatening interpretations (Mor et al, 2014).
Large scale longitudinal studies found that rumination predicts multiple forms of psychopathology (Ehring, Frank, & Ehlers, 2008; Eisma et al, 2013; Nolen-Hoeksema et al, 2007) after controlling for the initial symptoms. Rumination mediated the associations between fear disorders and general distress disorders and vice versa (Drost et al, 2014), suggesting that psychological symptoms might reciprocally influence each other through rumination. In a 5-year prospective longitudinal study, baseline depression predicted anxiety disorders five years later (and vice versa) and such association was mediated by the level of repetitive negative thinking captured two years after the baseline (Spinhoven, van Hemert, & Penninx, 2019). These findings suggested vulnerability to comorbid psychological conditions might exist through repetitive negative thinking as a transdiagnostic mediator. 
As for psychosis, rumination might amplify the effects of paranoid thought contents and retain negative cognitive contents for further paranoid elaborations, which might provoke another long chain of self-referential processing. Individuals experiencing psychosis reported elevated levels of rumination (Vorontsova, Garety, & Freeman, 2013). On the contrary, rumination predicts psychotic symptoms; an EMA study conducted by Hartley and colleagues (2014) showed that rumination and worry predicted later self-report psychotic symptoms. Experimental studies showed that induced rumination maintained levels of paranoid thoughts following a paranoia induction. Likewise, worry intervention significantly reduced persecutory delusions and paranoia (Freeman et al, 2015). 
Castro et al (2022)’s recent replication study has enriched our understanding of repetitive thinking. In their study, the dysfunctional aspect of rumination and worry loaded more on a general factor of repetitive (negative) thinking rather than their own specific factor. Repetitive (negative) thinking as a general factor was associated with internalizing symptoms and neuroticism (Castro et al, 2022). In contrast, rumination and worry as content-specific factors were not significantly associated with internalizing symptoms. Castro et al (2022)’s findings highlighted that it might be the general form of repetitive negative thinking, not the specific features of rumination and worry, that contributes to psychological symptoms. If repetitive negative thinking is considered the transdiagnostic process across disorders, it will be meaningful to evaluate the effect of general repetitive negative thinking on psychological symptoms. 
From a broader perspective, repetitive negative thinking as a transdiagnostic mediator has been studied in depression and anxiety (Hsu et al, 2015; McLaughlin & Nolen-Hoeksema, 2011), depression and PTSD (Mendoza, Mordeno & Nalipay, 2021), antisocial and borderline personality disorder symptoms (Kelley, Walgren & DeShong, 2021). Particularly, Rumination was found as a relevant predictor and mediator across mood, anxiety, and psychosis (Hartley et al, 2014; Wolkenstein et al, 2014). While the interplay between cognitive biases, rumination, and psychological symptoms remains unclear, empirical evidence suggested that rumination might be one of the cognitive processes underlying symptom co-occurrence and development of multiple forms of psychopathology (Aldao & Nolen-Hoeksema, 2010; McLaughlin & Nolen-Hoeksema, 2011).
Repetitive negative thinking in interpretation biases and psychological symptoms 
Given the associations between repetitive negative thinking, Rumination is a cognitive process characterized by repetitive negative thinking about the cause, meaning, and consequences of depressive symptoms (Nolen-Hoeksema, 1991). Rumination differs from negative automatic thoughts; while negative automatic thoughts are shorter appraisals of loss and guilt in depression, rumination consists of longer chains of self-focused, repetitive negative thinking that occur as a response to the initial negative thoughts (Papageorgiou & Wells, 2004). As such, rumination retains negative content in the mind and maintains negative experiences in individuals. 
Previous research negative has found that rumination was significantly associated both with negative cognitive style and psychological symptoms were established and supported by previous research (Krahé et al, 2019; Mor et al, 2014; Spasojevic & Alloy, 2001),. It is reasonable to further hypothesize repetitive negative thinking can be hypothesized as anumination might be the shared underlying process that is involved in the formulation of cognitive vulnerability and psychological symptoms. If we follow Beck’s schema theory and consider that negative interpretation biases provoke psychological symptoms, whereas repetitive negative thinking is a mechanism for secondary appraisal, repetitive negative thinking might be a mechanism through which cognitive vulnerability and psychological symptoms were linked. 
[bookmark: _Hlk104294362]However, this role of rumination remains debatable due to contradicting findings and the lack of further research. Although a significant mediating effect of rumination has previously been observed in the relationship between negative cognitive biases and depression (Everaert et al, 2017; Lo et al, 2008; Wisco et al, 2014), a more recent study from Wisco & Harp (2021) discovered rumination only mediated the relationship between interpretation biases and depressive symptoms in cross-sectional models, not in longitudinal models. In the same study, rumination (specifically brooding) was even a more robust predictor of later depressive symptoms than interpretation biases. This raises an interesting question of whether it is interpretation biases that provoke repetitive negative thinking, or repetitive negative thinking that provokes more interpretation biases (i.e. more negative experiences).  
As for paranoid thoughts, the role of rumination repetitive negative thinking is far under-researched as compared with depression. Although rumination was found significantly associated with the maintenance of paranoid thoughts (Lebert et al, 2020; Martinelli, Cavanagh & Dudley, 2013; Simpson et al, 2012), no study has investigated the role of repetitive negative thinking (and their subtypes)umination in the relationship between interpretation biases and paranoid thoughts in a longitudinal design.
At last, from a broader perspective, rumination as a transdiagnostic mediator has been studied in depression and anxiety (Hsu et al, 2015; McLaughlin & Nolen-Hoeksema, 2011), depression and PTSD (Mendoza, Mordeno & Nalipay, 2021), antisocial and borderline personality disorder symptoms (Kelley, Walgren & DeShong, 2021). Rumination was also found as a relevant predictor and mediator across mood, anxiety, and psychosis (Hartley et al, 2014; Wolkenstein et al, 2014). While the interplay between cognitive biases, rumination, and psychological symptoms remains unclear, it is supported by empirical evidence that rumination might be one of the cognitive processes underlying symptom co-occurrence and development of multiple forms of psychopathology (Aldao & Nolen-Hoeksema, 2010; McLaughlin & Nolen-Hoeksema, 2011).
Towards a better understanding of symptom comorbidity
Towards a better understanding of symptom comorbidity
	Throughout the years, psychiatric comorbidity has been presentingpresented challenges in both traditional diagnostic systems and cognitive psychopathological studies. As the historical conceptualization of psychological disorders emphasizes heavily on content specificity (Beck, 1976; Mathews & MaeLeodMacLeod, 1994), psychiatric comorbidity challenges the conceptual boundaries of different diagnoses. For individuals who present multiple psychological symptoms that fit into the criteria of different psychiatric disorders, clinical practitioners either diagnose co-occurring, putatively independent disorders or make hierarchical diagnoses (Cowan & Mittal, 2021). However, these approaches did not explain the interplay of symptom dimensions that potentially contribute to psychiatric co-morbidity. 
	In the recent decade, theThe emergence of the Hierarchical Taxonomy of Psychopathology (HiTOP) system (Caspi et al, 2014; Krueger et al, 2006; Kotov et al, 2017; Oltmanns et al, 2018; Smith et al, 2020) has innovatedprompted researchers to reconceptualize comorbidity based on symptom correlations. Rather than viewing different psychological disorders as independent from each other, the HiTOP system conceptualizes symptoms as correlated indicators of latent dimensions that can be linked to higher-order spectra, such as internalizing, externalizing, and thought disorder. These spectra load onto the p-factor, the one general factor that has stronger explanatory power than disorder-specific components across spectra. Interestingly, in statistical analyses, a bi-factor model (encompassing internalizing and externalizing) displayed a better fit to the data than did a one-factor or a correlated three-factor model (encompassing internalizing, externalizing, and thought disorder) (Oltmanns et al, 2018; Smith et al, 2020). Thought disorder variables in the bifactor model loaded strongly onto the p-factor, despite having their specific factor. The result indicated thought disorder components might not be as distant from other factors (internalizing and externalizing) as previous researchers have conceptualized. Rather, internalizing symptoms, externalizing symptoms, and though disorder components might either share a pathway across spectra through the p-factor. Although what p-factor represents remains controversial (Fried, Greene, & Eaton, 2021), the p-factor was hypothesized to reflect dispositional negative emotionality (Lahey et al, 2017; Tackett et al, 2013) or thought dysfunction that entailed irrational fear or intrusive thoughts (Caspi & Moffitt, 2018), both linked to emotional regulation strategies and information processing.
To improve our understanding of the dynamics among cognitive vulnerability, emotional regulation, and psychological symptoms, it will be crucial to examine how they interact with each other in a longitudinal design. Such a longitudinal study can address the question of temporal precedence in the relationship between negative interpretation biases and psychological symptoms, as well as the mediating role of repetitive negative thinking. Specifically, we would separate within-person effects from between-person individual differences (i.e. the stable trait factors) as we want to focus on the dynamics among the fluctuating parts of interpretation biases, repetitive negative thinking, and psychological symptoms. These fluctuating parts represent targets for short-term cognitive bias modifications and psychological interventions. We also plan for a three-wave data collection at one-month intervals to examine how the three factors interplay and contribute to the changes of psychological symptoms within a short period of time. 
The random-intercept cross-lagged panel model (RI-CLPM) (Hamaker et al, 2015) is an analytical technique that separates observations into the fluctuating within-personal level and the stable between-person levels. Extended versions of the RI-CLPM technique (Mulder & Hamaker, 2020) allow researchers to include time-invariant personal characteristics as predictors. In this study, it will be meaningful to take biological sex as the time-invariant predictor for outcomes in the three dimensions. 
Study aims
Taking everything into account, this study aims to extend current theories by examining the role of rumination in the relationship between interpretation biases and psychological symptoms using a longitudinal design. Guided by the evidence from the literature review, we hypothesize that the association between negative interpretation biases and psychological symptoms is bidirectional. Within their psychopathological spectra, both interpretation biases and psychological symptoms might exert reciprocal influences (e.g., negative interpretation biases for depression → internalizing symptoms, negative interpretation biases for psychosis → paranoid thoughts). Repetitive negative thinking might mediate the longitudinal associations.
For further exploratory analyses, psychological symptoms might be associated with interpretation biases across spectra and lend vulnerability to another psychological condition (e.g. internalizing symptoms → negative interpretation biases for psychosis). Internalizing symptoms and paranoid thoughts might have overlapping cognitive vulnerability (negative interpretation biases for depression → paranoid thoughts).  At last, this study will examine the transdiagnostic role of repetitive negative thinking in the relationship between cognitive vulnerability and psychological symptoms.Most researchers employ cross-lagged panel mediation (CLPM) models in longitudinal research to see whether individual deviation from the group mean across time points will be predicted by another variable at the next time point. However, the CLPM models only account for temporal stability through the inclusion of autoregressive parameters (Hamaker, Kuiper & Grasman, 2015); the model assumes that individual scores of assessments fluctuate around the same group mean and that there are no stable differences among individuals. This can be problematic as symptomatic variables are bounded to show stable differences. To overcome this, some researchers proposed the random intercept cross-lagged panel mediation (RI-CLPM) model (Hamaker, Kuiper & Grasman, 2015). Guided by the existing evidence from the literature review, we hypothesize that negative interpretation biases will have significant indirect effects on psychological symptoms through rumination. To explore possible pathways of comorbidity, we also hypothesize that through rumination negative interpretation biases for depression will predict more paranoid thoughts, and that for paranoia will predict more internalizing symptoms. 
Hypotheses
First, we hypothesize that the association between negative interpretation biases and psychological symptoms is bidirectional.negative interpretation biases will predict more psychological symptoms across time points.

H1a: Negative interpretation bias for depression will longitudinally and positively predict depressive symptoms (See Figure 1a). (Null hypothesis: negative interpretation biases for depression do not longitudinally predict depressive symptoms.)
H1b: Negative interpretation bias for psychosis will longitudinally and positively predict paranoid thoughts (See Figure 1a). (Null hypothesis: negative interpretation biases for psychosis do not longitudinally predict paranoid thoughts.)
H1c: Depressive symptoms will longitudinally and positively predict more negative interpretation bias for depression (See Figure 1a). (Null hypothesis: depressive symptoms do not longitudinally predict negative interpretation biases for depression.)
H1d: Paranoid thoughts will longitudinally and positively predict more negative interpretation bias for psychosis (See Figure 1a). (Null hypothesis: paranoid thoughts do not longitudinally predict negative interpretation biases for psychosis.)
We also hypothesize negative interpretation biases might be longitudinally associated with repetitive negative thinking.
H1e: Negative interpretation bias for depression will longitudinally and positively predict more repetitive negative thinking (See Figure 1b). (Null hypothesis: negative interpretation biases for depression do not longitudinally predict more repetitive negative thinking.)
H1f: Negative interpretation bias for psychosis will longitudinally and positively predict more repetitive negative thinking (See Figure 1b). (Null hypothesis: negative interpretation biases for psychosis do not longitudinally predict more repetitive negative thinking.)
H1: Negative interpretation bias for depression will predict more internalizing symptoms across time points. (Null hypothesis: negative interpretation bias for depression does not predict more internalizing symptoms.)
Next, we hypothesize repetitive negative thinking might be longitudinally associated with psychological symptoms. 
H1g: Repetitive negative thinking will longitudinally and positively predict more depressive symptoms (See Figure 1c). (Null hypothesis: negative interpretation biases for depression do not longitudinally predict more repetitive negative thinking.)
H1h: Repetitive negative thinking will longitudinally and positively predict more paranoid thoughts (See Figure 1c). (Null hypothesis: negative interpretation biases for psychosis do not longitudinally predict more repetitive negative thinking.)
H2: Negative interpretation bias for psychosis will predict more paranoid thoughts across time points. (Null hypothesis: negative interpretation bias for psychosis does not predict more paranoid thoughts.)
Then, we hypothesize that within spectra, interpretation biases and psychological symptoms might exert reciprocal influences across dimensions through repetitive negative thinking. to examine the role of rumination as a shared mediator, we hypothesize that rumination mediates the relationship between negative interpretation biases and psychological symptoms across timepoints:

H2a: Repetitive negative thinking mediates the relationship between negative interpretation biases for depression and depressive symptoms (See Figure 2). (Null hypothesis: the indirect effect of negative interpretation biases for depression on internalizing symptoms through repetitive negative thinking is zero)
H2b: Repetitive negative thinking mediates the relationship between negative interpretation biases for psychosis and paranoid thoughts (See Figure 2). (Null hypothesis: the indirect effect of negative interpretation biases for psychosis on paranoid thoughts through repetitive negative thinking is zero)
At last, we hypothesize that repetitive negative thinking is a transdiagnostic mechanism in the association between cognitive vulnerability and psychological symptoms
H3a: Repetitive negative thinking mediates the relationship between negative interpretation biases for depression and paranoid thoughts across time points (See Figure 3). (Null hypothesis: the indirect effect of negative interpretation biases for depression on paranoid thoughts through repetitive negative thinking is zero)
H3b: Repetitive negative thinking mediates the relationship between negative interpretation biases for psychosis and depressive symptoms across time points (See Figure 3). (Null hypothesis: the indirect effect of negative interpretation biases for psychosis on depressive symptoms through repetitive negative thinking is zero)
H3: Rumination mediates the relationship between negative interpretation bias for depression and internalizing symptoms across time points. (Null hypothesis: the indirect effect of negative interpretation bias for depression on internalizing symptoms through rumination is zero.)
H4: Rumination mediates the relationship between negative interpretation bias for psychosis and paranoid thoughts across time points (Null hypothesis: the indirect effect of negative interpretation bias for depression on internalizing symptoms through rumination is zero.)
To investigate rumination as a transdiagnostic factor, we first hypothesize one type of interpretation bias might associate with another type of interpretation bias and contribute to vulnerability to co-morbid psychological conditions:
H5: Negative interpretation biases for depression will predict more paranoid thoughts across time points. (Null hypothesis: Negative interpretation biases for depression do not predict more paranoid thoughts) 
H6: Negative interpretation biases for psychosis will predict more internalizing symptoms across time points. (Null hypothesis: negative interpretation biases for psychosis will predict more internalizing symptoms.)
At last, we investigate whether rumination is a transdiagnostic mediator across time points: 
H7: Rumination mediates the relationship between negative interpretation bias for depression and paranoid thoughts across time points. (Null hypothesis: the indirect effect of negative interpretation bias for depression on paranoid thoughts through rumination is zero)
H8: Rumination mediates the relationship between negative interpretation bias for psychosis and internalizing symptoms across time points. (Null hypothesis: the indirect effect of negative interpretation bias for depression on paranoid thoughts through rumination is zero)
Method
Research Design
Participants
This is a three-wave longitudinal study at one-month intervals. Youth participantsYoung adults who 1)  aged 18 to 30 and 2) are fluent in English will be recruited through the online research platform managed by Prolific Academic Ltd. Prolific is an online platform that consists of approximately 150,000 individuals around the globe (https://www.prolific.co/). Researchers are required to pay participants a minimum of US $8.06.50 per hour. Participants will receive a total of USD12.009.75 upon completion of three consecutive surveys. Exclusion criteria were 1) incomplete responses to any one of the surveys and 2) inability to use a web-based application to answer the survey. Through Prolific, participants will be guided to the research website where they can read information about the project and answer the questionnaire anonymously should they agree to participate in the study. Data will be collected using Qualtrics, a widely used online survey platform for social science.
Estimated Sample Size
According to Sedory (2020)’s empirical estimate, assuming 8095% power, α=0.05, to detect a total mediating effect is 0.021, the minimum sample size for three-wave longitudinal mediation analysis is 550350. Meta-analysis indicates the average retention to longitudinal cohort studies is 73.5% (Teague et al, 2018); the observed retention rate in a one-year longitudinal study via the research platform Prolific is broadly consistent with this estimation (Kothe & Ling, 2019). Based on the two results, assuming the average retention rate is 75%, the targeted sample will be 547859. We attempt to recruit up to 860550 to round up the number of samples. The calculation of sample size is as follows:  




Measurements
Sociodemographic information
Sociodemographic information including age, sex, gender, educational level, employment status, and previous psychiatric history will be self-reported. 
Internalizing Depressive symptoms
Internalizing Depressive symptoms of participants will be assessed by the 20-item general depression and dysphoria subscale from the 64-item Inventory of Depression and Anxiety Symptoms (IDAS; Watson et al, 2007). Within the scale, item on suicidality (item 7) will not be administered for ethical concerns. Each item assesses the presence of an internalizing depressive symptom in the past two weeks, rating on a Likert-5 scale (1=not at all, 5=extremely). The IDAS is a multi-dimensional instrument designed to assess major depression and relevant anxiety disorders. The subscale used in this study can yield two scores representing general depression and dysphoria. has two broad scale (General depression and dysphoria) and can be further reduced into ten specific symptom scales, including lassitude, insomnia, suicidality, appetite loss, appetite gain, ill-temper, well-being, social anxiety, panic, and traumatic intrusion. Results yielded can be grouped into higher-order structures following the HiTOP system (Kotov et al, 2017). Higher scores in IDAS indicate more severe symptoms. 

Paranoid thoughts
Paranoid thoughts will be assessed by the revised Green et al. Paranoia Thought Scale (R-GPTS; Freeman et al, 2021), a self-report measure designed for both clinical and non-clinical populations. The 18-item scale assesses ideas of reference (part A) and ideas of persecution (part B), rating on a Likert-5 scale (0=Not at all, 4=Totally). The total score of part A ranges from 0 to 32 while that of part B ranges from 0 to 40. Higher scores in R-GPTS indicate greater levels of paranoid thoughts. The R-GPTS is also considered HiTOP-friendly assessing the cognitive or perceptual dysregulation according to a recent study (Wendt et al, 2021).
RuminationRepetitive negative thinking
Rumination Repetitive negative thinking will be assessed by the P Perseverative Thinking Questionnaire (PTQ) (Ehring et al., 2011). The 15-item self-report questionnaire measures frequency of content-independent repetitive negative thoughts, rating on a Likert-5 scale (0=never,4=Almost always). The total score of the PTQ ranges from 0 to 60. Higher scores in PTQ indicate more frequent ruminative responses to negative experiences. 
Measures of Interpretation Bias
Ambiguous Scenario Test for Depression (AST-D; Berna et al, 2011)
The AST-D is a self-report measure of interpretation bias accessing how participants process ambiguous scenarios with potential negative outcomes.. Participants will be instructed to read 24 ambiguous scenarios. In each trial, participants will have to form a mental image of the scenario, e.g. You wake up, get out of bed, stretch and really notice how you feel today and rate the pleasantness and vividness of the mental image respectively. The pleasantness will be rated on a Likert-9 scale from 0=extremely unpleasant to 9=extremely pleasant, while vividness will be rated on a Likert-7 scale from 0=not vivid at all to 7=extremely vivid. The outcome is an emotional valence rating in response to different scenarios, which represents a person’s negative interpretation biases for depression. Lower scores in the AST-D indicate more negative interpretation biases.  
Cognitive Bias for Psychosis Questionnaire (CBQp; Peters et al, 2014)
The CBQp is a self-report instrument that measures psychosis-prone reasoning and interpretation biases. Participants will be instructed to read descriptions of everyday situations and form a mental image, e.g. Imagine that you are on a train when you suddenly have a strong feeling you have been there before. Participants will choose among three options the best that describes his or her thoughts about that scenario, e.g. 1= This is a weird, but common experience, 2= I wonder whether this is some kind of premonition, 3=This is some kind of premonition that something awful has happened or will happen. The CBQp covers five cognitive biases: intentionalising, catastrophizing, dichotomous thinking, jumping to conclusions, and emotional reasoning. Each bias is assessed by six items, making up a total of 30 items. Higher scores in the CBQp indicates the presence of greater psychosis-prone cognitive bias. 
Procedures
Ethical Consideration
Ethics approval from the Departmental Research Ethics Committee (DREC) will behas been obtained before the commencement of the study. Instruments and assessments used in the present study have no invasive procedures. Written informed consent from participants will be obtained before initiating the study. 
Data Collection
After receiving informed consent from participants, a 3020-minute online survey powered by Qualtrics (http://www.qualtrics.com) that compiles of the abovementioned questionnaires will be given. After the completion of the first online survey, two identical follow up questionnaires will be sent at a one-month interval.
[bookmark: _Hlk98514721]Analytic Strategy
Descriptive statistics and Pearson’s correlation for variables will be obtained. Correlations and independent sample t-tests will be used to explore gender differences (1=male, 2=female). We will examine the cross-sectional relationships among the variables based on the Pearson’s correlations in all three waves.  and age differences (1= youth, age 18 to 25; 2=early adult, age 26-30). 
Longitudinal associations between negative interpretation biases and psychological symptoms (H1a to H1d), negative interpretation biases and repetitive negative thinking (H1e and H1f), repetitive negative thinking and psychological symptoms (H1g and H1h) will first be examined through bivariate RI-CLPMs (See Figure 1a-c). Bivariate longitudinal associations will first be examined through random intercept cross-lagged panel models (RI-CLPMs) For example, Tthe model examining the longitudinal association between negative interpretation biases for depression and depressive symptoms rumination and internalizing symptoms will include the (a) autoregressive paths within the same variable across timepoints (e.g. AST-D (T1) → AST-D (T2) → AST-D (T3))(Internalizing (T1)→Internalizing (T2)→Internalizing (T3)), (b) cross-lagged paths between different variables (e.g. AST-D (T1) → IDAS-D (T2))(Rumination (T1)→ Internalizing (T2)), and (c) covariance between different variables measured at the same time point (e.g. AST-D (T1) ↔ IDAS-D (T1))(Internalizing (T1)↔Rumination(T1)). 
Multivariate longitudinal associations will be examined by RI-CLPM using repetitive negative thinking as a mediator within the two psychopathological spectra (Figure 2), i.e., H2a: AST-D (T1) → PTQ (T2) →IDAS-D (T3); H2b: CBQp (T1) → PTQ (T2) →R-GPTS (T3). At last, the transdiagnostic role of repetitive negative thinking (H3a and H3b) will be examined by multivariate RI-CLPM (Figure 3a-c). For exploratory analyses, multiple-group RI-CLPM will be used to examine whether sex difference exists in the dynamic model. Longitudinal mediation will also be examined through a cross-lagged panel mediation model (Selig & Preacher, 2009) with rumination as the mediator, i.e. negative interpretation bias (T1)→rumination (T2)→internalizing symptoms (T3)/paranoid thoughts (T3). Within the model, for hypotheses 1 and 2, regression analyses will be used to examine whether interpretation biases predict psychological symptoms across time points controlling the autoregression of psychological symptoms. For hypotheses 3 and 4, mediation analyses will be used to examine the indirect effect of interpretation biases on psychological symptoms through rumination controlling the autoregression of independent and dependent variables. For hypotheses 5 and 6, regression analyses will be used to examine whether one type of interpretation bias (e.g. interpretation bias for depression) predicts another type of psychological symptoms (e.g. paranoid thoughts) across time points. Lastly, for hypotheses 7 and 8, mediation analyses will be used to examine the indirect effect of one type of interpretation bias (e.g. interpretation bias for depression) on another type of psychological symptoms (paranoid thoughts) through rumination. 
For each model, we will report standard fit indices, including the root mean square error of approximation (RMSEA), the comparative fit index (CFI), the Goodness of Fit index (GFI), the Tucker-Lewis Index (TLI), and the Akaike information criterion (AIC). We then compare these models’ goodness of fit. RMSEA values of less than .08 07 are considered an acceptable fit, whereas values less than .05 are considered a very good fit. TLI, CFI, and GCFI values above .95 are considered acceptable fit, whereas values greater than .97 are considered a good fit. The model that satisfies the above criteria and with the lowest AIC value will be considered the most parsimonious model. In addition, multiple-group analyses across gendersex will be added as a time-invariant predictor in the RI-CLPM models  and age groups will be conducted by testing the model in separate groups to see the pattern of parameters was equivalent across subgroups. For further exploratory analyses, multiple group RI-CLPM will be used to examine whether the pattern of parameters was equivalent across genders.  
All statistical analyses will be conducted using IBM SPSS Version 26.0 and R. The level of statistical significance will be set at p<.05 threshold (two-tailed) and determined by 95% CIs. To control the false discovery rate, an FDR adjusted p-value will be used according to the number of hypotheses. With regards to the comparison between models, ΔCFI <.01 and ΔRMSEA<.015 (Chen, 2007) represents a statistically non-significant difference in model fit. 
	Figure 1a

	Proposed bivariate random intercept cross-lagged panel model of the relationship between IB and PS

	[image: ]

	Notes: IB= Interpretation Bias, PS= Psychological Symptoms. This proposed model will be used to examine the bivariate association between IB and PS in the two respective spectra. For depression, IB refers to Interpretation Bias for Depression, whereas PS refers to Depressive symptoms. For paranoia, IB refers to Interpretation Bias for Psychosis, whereas PS refers to Paranoid Thoughts.



	Figure 1b

	Proposed bivariate random intercept cross-lagged panel model of the relationship between IB and RT
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	Notes: IB= Interpretation Bias, RT= Repetitive Negative Thinking. This proposed model will be used to examine the bivariate association between IB and RT in the two respective spectra. For depression, IB refers to Interpretation Bias for Depression. For paranoia, IB refers to Interpretation Bias for Psychosis  




	Figure 1c

	Proposed bivariate random intercept cross-lagged panel model of the relationship between RT and PS
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	Notes: PS= Psychological Symptoms, RT= Repetitive Negative Thinking. This proposed model will be used to examine the bivariate association between RT and PS in the two respective spectra. For depression, PS refers to Depressive symptoms. For paranoia, PS refers to Paranoid Thoughts.



	Figure 2

	Proposed multivariate random intercept cross-lagged panel model of the relationship among IB, RT and PS
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	Notes: IB= Interpretation Bias, PS= Psychological Symptoms, RT= Repetitive Negative Thinking. This proposed model will be used to examine the multivariate association among IB, RT and PS in the two respective spectra. For depression, IB refers to Interpretation Bias for Depression, whereas PS refers to Depressive symptoms. For paranoia, IB refers to Interpretation Bias for Psychosis, whereas PS refers to Paranoid Thoughts.



	Figure 3a

	Proposed multivariate random intercept cross-lagged panel model of the relationship among IB-D, IB-P, RT, D, and PT
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	Notes: D= Depressive symptoms, IB-D= Interpretation Bias for Depression, IB-P= Interpretation Bias for Psychosis, PT= Paranoid Thoughts, RT= Repetitive Negative thinking. 






	[bookmark: _Hlk104367159]Study Design Table

	Question
	Hypothesis
	Sampling plan
	Analysis Plan
	Rationale for deciding the sensitivity of the test for confirming or disconfirming the hypothesis

	Interpretation given different outcomes
	Theory that could be shown wrong by the outcomes

	[bookmark: _Hlk104366765]Q1a: Is the association between negative interpretation biases and psychological symptoms bidirectional?
	H1a: Negative interpretation bias for depression will longitudinally and positively predict internalizing symptoms. 

	According to Sedory (2020)’s empirical estimate, assuming 85% power, α=0.05, to detect a total mediating effect is 0.021, the minimum sample size for three-wave longitudinal mediation analysis is 550. Meta-analysis indicates the average retention to longitudinal cohort studies is 73.5% (Teague et al, 2018); the observed retention rate in a one-year longitudinal study via the research platform Prolific is broadly consistent with this estimation (Kothe & Ling, 2019). 

Based on the two results, assuming the average retention rate is 75%, the minimum sample will be 859. We will attempt to recruit up to 860 to round up the number of samples. 

The calculation of sample size is as follows:  





	See Figure 1a.

Bivariate longitudinal associations will be examined through random intercept cross-lagged panel model (RI-CLPM). 

Regression analyses will be used to examine whether AST-D predicts IDAS scores across time points in the RI-CLPM.

	The degree of negative interpretation bias for depression-and-depressive  symptoms correlation (r) is .31 (Everaert, Podina & Koster, 2017). 

We expect a smaller but still significant correlation after controlling the autoregression of IDAS-D.

	Positive results support the established association between interpretation biases for depression and depressive symptoms. 

Negative results suggest interpretation biases might not precede depressive symptoms

	Interpretation biases might not precede psychological symptoms; cognitive vulnerability might not be the cause of psychological symptoms as proposed in Beck’s schema theory, but a cognitive effect brought by symptoms

	
	H1b: Negative interpretation bias for psychosis will longitudinally and positively predict paranoid thoughts.

	
	See Figure 1a.

Bivariate longitudinal associations will be examined through random intercept cross-lagged panel model (RI-CLPM). 

Regression analyses will be used to examine whether CBQp predicts RGPTS scores across time points in the RI-CLPM.

	The degree of negative interpretation bias for psychosis-and-paranoia correlation (r) was .32 (Trotta et al, 2020). 

We expect a smaller but still significant correlation after controlling the autoregression of RGPTS

	Positive results support the established association between interpretation biases for psychosis and paranoid thoughts. 

Negative results suggest interpretation biases might not precede paranoid thoughts.

	

	
	H1c: Internalizing symptoms will longitudinally and positively predict negative interpretation bias for depression.

	
	See Figure 1a.

Bivariate longitudinal associations will be examined through random intercept cross-lagged panel model (RI-CLPM). 

Regression analyses will be used to examine whether IDAS-D predicts AST-D scores across time points in the RI-CLPM

	The degree of negative interpretation bias for depression-and-depressive symptoms correlation (r) is .31 (Everaert, Podina & Koster, 2017). 

We expect a smaller but still significant correlation after controlling the autoregression of AST-D.
	Positive results support the established association between interpretation biases for depression and depressive symptoms. 

Negative results suggest depressive symptoms might not precede negative interpretation biases for depression

	Psychological symptoms might not precede interpretation biases; Symptoms might not alter how we perceive the world. 

	
	H1d: Paranoid thoughts will longitudinally and positively predict more negative interpretation bias for psychosis. 

	
	See Figure 1a.

Bivariate longitudinal associations will be examined through random intercept cross-lagged panel model (RI-CLPM). 

Regression analyses will be used to examine whether RGPTS predicts CBQp scores across time points in the RI-CLPM 

	The degree of negative interpretation bias for psychosis-and-paranoia correlation (r) was .32 (Trotta et al, 2020). 

We expect a smaller but still significant correlation after controlling the autoregression of CBQp
	
	

	Q1b Are negative interpretation biases associated with repetitive negative thinking over time?
	H1e: Negative interpretation bias for depression will longitudinally and positively predict repetitive negative thinking. 
	According to Sedory (2020)’s empirical estimate, assuming 85% power, α=0.05, to detect a total mediating effect is 0.021, the minimum sample size for three-wave longitudinal mediation analysis is 550. Meta-analysis indicates the average retention to longitudinal cohort studies is 73.5% (Teague et al, 2018); the observed retention rate in a one-year longitudinal study via the research platform Prolific is broadly consistent with this estimation (Kothe & Ling, 2019). 

Based on the two results, assuming the average retention rate is 75%, the minimum sample will be 859. We will attempt to recruit up to 860 to round up the number of samples. 

The calculation of sample size is as follows:  





	See Figure 1b.

Bivariate longitudinal associations will be examined through random intercept cross-lagged panel model (RI-CLPM). 

Regression analyses will be used to examine whether AST-D predicts PTQ scores across time points in the RI-CLPM
	The degree of negative interpretation bias for depression-and-rumination correlation (r) is .39 (Mor et al, 2014) 

We expect a smaller but still significant correlation after controlling the autoregression of 
PTQ
	Positive results support the hypothesis that negative interpretation biases are associated with repetitive negative thinking 

Negative results suggest negative interpretation biases and repetitive negative thinking might not be linked. 
	Repetitive negative thinking might not be associated with negative cognitive style as rumination did. 

	
	H1f: Negative interpretation bias for psychosis will longitudinally and positively predict more repetitive negative thinking.
	
	See Figure 1b.

Bivariate longitudinal associations will be examined through random intercept cross-lagged panel model (RI-CLPM). 

Regression analyses will be used to examine whether CBQp predicts PTQ scores across time points in the RI-CLPM

	The degree of negative interpretation bias for psychosis-and-rumination correlation (r) is .32 (Trotta et al, 2020)

We expect a smaller but still significant correlation after controlling the autoregression of 
PTQ
	Positive results support the hypothesis that negative interpretation biases are associated with repetitive negative thinking 

Negative results suggest negative interpretation biases and repetitive negative thinking might not be linked. 
	Repetitive negative thinking might not be associated with negative cognitive style as rumination did.

	Q1c Is repetitive negative thinking associated with psychological symptoms over time?
	H1g: Repetitive negative thinking will longitudinally and positively predict depressive symptoms 
	According to Sedory (2020)’s empirical estimate, assuming 85% power, α=0.05, to detect a total mediating effect is 0.021, the minimum sample size for three-wave longitudinal mediation analysis is 550. Meta-analysis indicates the average retention to longitudinal cohort studies is 73.5% (Teague et al, 2018); the observed retention rate in a one-year longitudinal study via the research platform Prolific is broadly consistent with this estimation (Kothe & Ling, 2019). 

Based on the two results, assuming the average retention rate is 75%, the minimum sample will be 859. We will attempt to recruit up to 860 to round up the number of samples. 

The calculation of sample size is as follows:  





	See Figure 1c.

Bivariate longitudinal associations will be examined through random intercept cross-lagged panel model (RI-CLPM). 

Regression analyses will be used to examine whether PTQ predicts IDAS-D scores across time points in the RI-CLPM

	The degree of rumination-and-depressive symptoms correlation (r) is .42 (Wisco et al, 2021). 

We expect a smaller but still significant correlation after controlling the autoregression of 
IDAS-D 
	Positive results support the hypothesis that repetitive negative thinking is associated with depressive symptoms 

Negative results suggest repetitive negative thinking and depressive symptoms might not be linked with each other like rumination.
	Repetitive negative thinking might not be associated with depressive symptoms as rumination did.

	
	H1h: Repetitive negative thinking will longitudinally and positively  predict more paranoid thoughts.
	
	See Figure 1c.

Bivariate longitudinal associations will be examined through random intercept cross-lagged panel model (RI-CLPM). 

Regression analyses will be used to examine whether PTQ predicts R-GPTS scores across time points in the RI-CLPM

	The degree of repetitive negative thinking-and-paranoid thoughts correlation (r) is .54 (Lebert et al, 2020). 

We expect a smaller but still significant correlation after controlling the autoregression of 
R-GPTS.  
	Positive results support the hypothesis that repetitive negative thinking is associated with paranoid thoughts. 

Negative results suggest repetitive negative thinking and paranoid thoughts might not be linked with each other.
	Repetitive negative thinking might not be associated with paranoid thoughts.

	Q2 Within spectra, do negative interpretation biases and psychological symptoms exert reciprocal influences across dimensions through repetitive negative thinking?

	H2a: Repetitive negative thinking mediates the relationship between negative interpretation biases for depression and depressive symptoms across time points

	According to Sedory (2020)’s empirical estimate, assuming 85% power, α=0.05, to detect a total mediating effect is 0.021, the minimum sample size for three-wave longitudinal mediation analysis is 550. Meta-analysis indicates the average retention to longitudinal cohort studies is 73.5% (Teague et al, 2018); the observed retention rate in a one-year longitudinal study via the research platform Prolific is broadly consistent with this estimation (Kothe & Ling, 2019). 

Based on the two results, assuming the average retention rate is 75%, the minimum sample will be 859. We will attempt to recruit up to 860 to round up the number of samples. 

The calculation of sample size is as follows:  





	See Figure 2.

Multivariate longitudinal associations among AST-D, PTQ, and IDAS-D will be examined through random intercept cross-lagged panel model (RI-CLPM).

Mediation analyses will be used to examine whether AST-D predicts IDAS-D through PTQ

	The degree of negative interpretation bias for depression-and-rumination correlation (r) is .39 (Mor et al, 2014) 
while that for rumination-depressive symptoms is .42 (Wisco et al, 2021)

We expect a smaller but still significant correlation after controlling the autoregression of variables. To test the mediating effect of rumination, we opt for a conservative small effect size of a1 and a2=0.07, b=0.15.

	Positive results support the hypothesis that repetitive negative thinking is a mechanism that links negative interpretation biases to depressive symptoms 

Negative results suggest negative interpretation biases and depressive symptoms are linked in other mechanisms
	Repetitive negative thinking might not be the mechanism to explain the co-occurrence of cognitive biases and psychological symptoms.

	
	H2b: Repetitive negative thinking mediates the relationship between negative interpretation biases for psychosis and paranoid thoughts across time points 

	
	See Figure 2.

Multivariate longitudinal associations among AST-D, PTQ, and IDAS-D will be examined through random intercept cross-lagged panel model (RI-CLPM).

Mediation analyses will be used to examine whether AST-D predicts IDAS-D through PTQ

	The degree of negative interpretation bias for psychosis-and-rumination correlation ® is .32 (Trotta et al, 2020)
while that for rumination-paranoid thoughts is .54 (Lebert et al, 2020).

We expect a smaller but still significant correlation after controlling the autoregression of variables. To test the mediating effect of rumination, we opt for a conservative small effect size of a1 and a2=0.07, b=0.15.
	Positive results support the hypothesis that repetitive negative thinking is a mechanism that links negative interpretation biases to paranoid thoughts.

Negative results suggest negative interpretation biases and paranoid thoughts are linked in other mechanisms
	Repetitive negative thinking might not be the mechanism to explain the co-occurrence of cognitive biases and psychological symptoms.

	Q3 Is repetitive negative thinking a transdiagnostic mediator for depression and paranoid thoughts? 
	H3a: Repetitive negative thinking mediates the relationship between negative interpretation biases for depression and paranoid thoughts across time points

	According to Sedory (2020)’s empirical estimate, assuming 85% power, α=0.05, to detect a total mediating effect is 0.021, the minimum sample size for three-wave longitudinal mediation analysis is 550. Meta-analysis indicates the average retention to longitudinal cohort studies is 73.5% (Teague et al, 2018); the observed retention rate in a one-year longitudinal study via the research platform Prolific is broadly consistent with this estimation (Kothe & Ling, 2019). 

Based on the two results, assuming the average retention rate is 75%, the minimum sample will be 859. We will attempt to recruit up to 860 to round up the number of samples. 

The calculation of sample size is as follows:  





	See Figure 3

Multivariate longitudinal associations among AST-D, CBQp, PTQ, IDAS-D, and R-GPTS will be examined through random intercept cross-lagged panel model (RI-CLPM)

Mediation analyses will be used to examine whether AST-D predicts R-GPTS through PTQ

	We have decided on a conservative and small effect size as this study is investigating a novel mediating effect that has not been examined before. To the best of our knowledge, there has not been any published work investigating the transdiagnostic role of repetitive negative thinking in depressive symptoms and paranoid thoughts.
	Positive results support that repetitive negative thinking is a transdiagnostic mechanism that contributes to cross-spectra negative interpretation biases and psychological symptoms. 

Negative interpretation biases for depression might be associated with paranoid thoughts through repetitive negative thinking. 

Negative results suggest that there is no indirect effect through repetitive negative thinking.

	Repetitive negative thinking might not be a transdiagnostic  mechanism to explain the co-occurrence of internalizing and thought disorder components.

	
	H3b: Repetitive negative thinking mediates the relationship between negative interpretation biases for psychosis and depressive symptoms across time points

	
	See Figure 3

Multivariate longitudinal associations among AST-D, CBQp, PTQ, IDAS-D, and R-GPTS will be examined through random intercept cross-lagged panel model (RI-CLPM)

Mediation analyses will be used to examine whether CBQp predicts IDAS-D through PTQ

	We have decided on a conservative and small effect size as this study is investigating a novel mediating effect that has not been examined before. To the best of our knowledge, there has not been any published work investigating the transdiagnostic role of repetitive negative thinking in depressive symptoms and paranoid thoughts.
	Positive results support that repetitive negative thinking is a transdiagnostic mechanism that contributes to cross-spectra negative interpretation biases and psychological symptoms. 

Negative interpretation biases for psychosis might be associated with paranoid thoughts through repetitive negative thinking. 

Negative results suggest that there is no indirect effect through repetitive negative thinking.

	Repetitive negative thinking might not be a transdiagnostic mechanism to explain the co-occurrence of internalizing and thought disorder components.






	Study Design Table 

	[bookmark: _Hlk99611532]Question
	Hypothesis
	Sampling plan
	Analysis Plan
	Rationale for deciding the sensitivity of the test for confirming or disconfirming the hypothesis

	Interpretation given different outcomes
	Theory that could be shown wrong by the outcomes

	Do interpretation biases predict more psychological symptoms across time points?
	H1: Negative interpretation bias for depression will predict more internalizing symptoms across time points.

	Participants who are 1) aged 18 to 30 and 2) fluent in English will be recruited via the research platform Prolific, Exclusion criteria were 1) incomplete responses to any one of the surveys and 2) inability to use a web-based application to answer the survey. Through Prolific, participants will be guided to the research website where they can read information about the project and answer the questionnaire anonymously should they agree to participate in the study. Data will be collected using Qualtrics, a widely used online survey platform for social science.

Assuming 80% power, α=0.05, to detect a total mediating effect is 0.021, the sample size for three-wave longitudinal mediation analysis is 350 (Sedory, 2020). 

Meta-analysis indicates the average retention to longitudinal cohort studies is 73.5% (Teague et al, 2018); the observed retention rate in a one-year longitudinal study via the research platform Prolific is broadly consistent with this estimation (Kothe & Ling, 2019). 

Based on the two results, assuming the average retention rate is 75%, the targeted sample will be 547. We attempt to recruit up to 550 to round up the number of samples. The calculation of sample size is as follows: 






	Bivariate longitudinal associations will be examined through random intercept cross-lagged panel mediation (RI-CLPM) models. 

Regression analysis will be used to examine whether AST-D (T1) predicts IDAS scores across time points (T1to T3) controlling the autoregression of AST-D 

	The degree of negative interpretation bias for depression-and-internalizing symptoms correlation (r) is .31 (Everaert, Podina & Koster, 2017). 

We expect a smaller but still significant correlation after controlling the autoregression of AST-D.

	Positive results support the established association between interpretation biases for depression and internalizing symptoms. 

Negative results suggest interpretation biases might not precede internalizing symptoms

	Interpretation biases might not precede psychological symptoms; cognitive vulnerability might not be the cause of psychological symptoms as proposed in Beck’s schema theory, but a cognitive effect brought by symptoms 

	
	H2: Negative interpretation bias for psychosis will predict more paranoid thoughts across time points.

	
	Bivariate longitudinal associations will be examined through RI-CLPM models. 

Regression analysis will be used to examine whether CBQp (T1) predicts RGPTS scores across time points (T1 to T3) controlling the autoregression of CBQp
 
	The degree of negative interpretation bias for psychosis-and-paranoia correlation (r) was .32 (Trotta et al, 2020). 

We expect a smaller but still significant correlation after controlling the autoregression of CBQp

	Positive results support the established association between interpretation biases for psychosis and paranoid thoughts. 

Negative results suggest interpretation biases might not precede paranoid thoughts.

	

	Is rumination a shared mechanism that contributes to psychological symptoms in both internalizing and thought disorder spectra?

	H3: Rumination mediates the relationship between negative interpretation bias for depression and internalizing symptoms across time points. 

	
	Bivariate longitudinal associations will be examined through RI-CLPM models. 

Mediation analysis will be used to examine the indirect effect of AST-D (T1) on the IDAS score (T3) through PTQ (T2), controlling the autoregression of both AST-D and IDAS.    

	The degree of negative interpretation bias for depression-and-rumination correlation (r) is .39 (Mor et al, 2014) while that for internalizing symptoms is .31 (Everaert et al, 2017). 

We expect a smaller but still significant correlation after controlling the autoregression of variables. To test the mediating effect of rumination, we opt for a conservative small effect size of a1 and a2=0.07, b=0.15. To detect a total mediating effect of 0.021 in the CPLM model and achieve at least 80% power, a sample size of at least 350 is needed (Sedory, 2020). 

	Positive results support the hypothesis that rumination is a shared mechanism that contributes to psychological symptoms in both internalizing and thought disorder spectra. 

Negative results suggest mechanisms to link biases and symptoms in different spectra might be different.
	Rumination might not be a shared mechanism to explain the co-occurrence of internalizing and thought disorder components. 

	
	H4: Rumination mediates the relationship between negative interpretation bias for psychosis and paranoid thoughts across time points

	
	Bivariate longitudinal associations will be examined through RI-CLPM models. 

Mediation analysis will be used to examine the indirect effect of CBQp (T1) on the RGPTS score (T3) through PTQ (T2), controlling the autoregression of both CBQp and RGPTS.    

	The degree of negative interpretation bias for psychosis-and-rumination correlation (r) is .32 (Trotta et al, 2020) while that for paranoid thoughts is .33 (Simpson et al, 2012). 

We expect a smaller but still significant correlation after controlling the autoregression of variables. To test the mediating effect of rumination, we opt for a conservative small effect size of a1 and a2=0.07, b=0.15. To detect a total mediating effect of 0.021 in the CPLM model and achieve at least 80% power, a sample size of at least 350 is needed (Sedory, 2020).

	Positive results support the hypothesis that rumination is a shared mechanism that contributes to psychological symptoms in both internalizing and thought disorder spectra. 

Negative results suggest mechanisms to link biases and symptoms in different spectra might be different.
	Rumination might not be a shared mechanism to explain the co-occurrence of internalizing and thought disorder components.

	Does cognitive vulnerability for internalizing symptoms associate with vulnerability to psychosis?

	H5: Negative interpretation biases for depression will predict more paranoid thoughts across time points
	
	Bivariate longitudinal associations will be examined through RI-CLPM models. 

Regression analysis will be used to examine whether AST-D (T1) predicts RGPTS scores across time points (T1 to T3) controlling the autoregression of AST-D
	We have decided on a medium effect size as this study is investigating a new hypothesis that transdiagnostic pathways exist. To the best of our knowledge, there has not been any published work investigating the cross-spectra effect of cognitive vulnerability on psychological symptoms. However, the correlation between interpretation bias and psychological symptoms is well established. 

	Positive results support the hypothesis that cognitive vulnerability to internalizing symptoms might associate with more paranoid thoughts, and contribute to vulnerability to co-morbid psychological conditions. 

Negative results support the content specificity hypothesis, which states cognitive vulnerability is only associated with relevant psychological symptoms.

	The content specificity hypothesis proposed to explain the formation of psychological symptoms might be wrong. 

Cognitive vulnerability might be a multi-final factor that contributes to psychological symptoms across spectra.

	Does cognitive vulnerability for psychosis associate with vulnerability to internalizing distress?

	H6: Negative interpretation biases for psychosis will predict more internalizing symptoms across time points. 
	
	Bivariate longitudinal associations will be examined through RI-CLPM models. 

Regression analysis will be used to examine whether CBQp (T1) predicts IDAS scores across time points (T1 to T3) controlling the autoregression of CBQp

	We have decided on a medium effect size as this study is investigating a new hypothesis that transdiagnostic pathways exist. To the best of our knowledge, there has not been any published work investigating the cross-spectra effect of cognitive vulnerability on psychological symptoms. However, the correlation between interpretation bias and psychological symptoms is well established. 

	Positive results support the hypothesis that cognitive vulnerability to psychosis might associate with more internalizing symptoms, and contribute to vulnerability to co-morbid psychological conditions. 

Negative results support the content specificity hypothesis, which states cognitive vulnerability is only associated with relevant psychological symptoms.

	The content specificity hypothesis proposed to explain the formation of psychological symptoms might be wrong. 

Cognitive vulnerability might be a multi-final factor that contributes to psychological symptoms across spectra.

	Is rumination a transdiagnostic factor that mediates cognitive vulnerability and psychological symptoms?

	H7: Rumination mediates the relationship between negative interpretation bias for depression and paranoid thoughts across time points.

	
	Bivariate longitudinal associations will be examined through RI-CLPM models. 

Mediation analysis will be used to examine the indirect effect of AST-D (T1) on the RGPTS score (T3) through PTQ (T2), controlling the autoregression of both AST-D and RGPTS.    

	We have decided on a conservative and small effect size as this study is investigating a novel mediating effect that has not been examined before. To the best of our knowledge, there has not been any published work investigating the transdiagnostic role of rumination in both internalizing symptoms and thought disorder spectra. 

	Positive results support that rumination is a transdiagnostic mechanism that contributes to cross-spectra psychological symptoms. Cognitive vulnerability to internalizing symptoms is associated with paranoid thoughts through rumination. 

Negative results suggest that there is no indirect effect through rumination.

	The content specificity hypothesis proposed to explain the formation of psychological symptoms might be wrong. 

Cognitive vulnerability might be a multi-final factor that contributes to cross-spectra psychological symptoms through rumination as a transdiagnostic mechanism
 

	
	H8: Rumination mediates the relationship between negative interpretation bias for psychosis and internalizing symptoms across time points.
	
	Bivariate longitudinal associations will be examined through RI-CLPM models. 

Mediation analysis will be used to examine indirect effect of CBQp (T1) on the IDAS score (T3) through PTQ (T2), controlling the autoregression of both CBQp and IDAS.    

	We have decided on a conservative and small effect size as this study is investigating a novel mediating effect that has not been examined before. To the best of our knowledge, there has not been any published work investigating the transdiagnostic role of rumination in both internalizing symptoms and thought disorder spectra. 

	Positive results support that rumination is a transdiagnostic mechanism that contributes to cross-spectra psychological symptoms. Cognitive vulnerability to psychosis is associated with internalizing symptoms through rumination. 

Negative results suggest that there is no indirect effect through rumination.

	The content specificity hypothesis proposed to explain the formation of psychological symptoms might be wrong. 

Cognitive vulnerability might be a multi-final factor that contributes to cross-spectra psychological symptoms through rumination as a transdiagnostic mechanism



[bookmark: _Hlk99611542]Guidance Notes
· Question: articulate each research question being addressed in one sentence.
· Hypothesis: where applicable, a prediction arising from the research question, stated in terms of specific variables rather than concepts. Where the testability of one or more hypotheses depends on the verification of auxiliary assumptions (such as positive controls, tests of intervention fidelity, manipulation checks, or any other quality checks), any tests of such assumptions should be listed as hypotheses. Stage 1 proposals that do not seek to test hypotheses can ignore or delete this column.
· Sampling plan: For proposals using inferential statistics, the details of the statistical sampling plan for the specific hypothesis (e.g power analysis, Bayes Factor Design Analysis, ROPE etc). For proposals that do not use inferential statistics, include a description and justification of the sample size.
· Analysis plan: For hypothesis-driven studies, the specific test(s) that will confirm or disconfirm the hypothesis. For non-hypothesis-driven studies, the test(s) that will answer the research question.
· Rationale for deciding the sensitivity of the test for confirming or disconfirming the hypothesis: For hypothesis-driven studies that employ inferential statistics, an explanation of how the authors determined a relevant effect size for statistical power analysis, equivalence testing, Bayes factors, or other approach.
· Interpretation given different outcomes: A prospective interpretation of different potential outcomes, making clear which outcomes would confirm or disconfirm the hypothesis.
· Theory that could be shown wrong by the outcomes: Where the proposal is testing a theory, make clear what theory could be shown to be wrong, incomplete, or otherwise inadequate by the outcomes of the research.
Guidance Notes
· Question: articulate each research question being addressed in one sentence.
· Hypothesis: where applicable, a prediction arising from the research question, stated in terms of specific variables rather than concepts. Where the testability of one or more hypotheses depends on the verification of auxiliary assumptions (such as positive controls, tests of intervention fidelity, manipulation checks, or any other quality checks), any tests of such assumptions should be listed as hypotheses. Stage 1 proposals that do not seek to test hypotheses can ignore or delete this column.
· Sampling plan: For proposals using inferential statistics, the details of the statistical sampling plan for the specific hypothesis (e.g power analysis, Bayes Factor Design Analysis, ROPE etc). For proposals that do not use inferential statistics, include a description and justification of the sample size.
· Analysis plan: For hypothesis-driven studies, the specific test(s) that will confirm or disconfirm the hypothesis. For non-hypothesis-driven studies, the test(s) that will answer the research question.
· Rationale for deciding the sensitivity of the test for confirming or disconfirming the hypothesis: For hypothesis-driven studies that employ inferential statistics, an explanation of how the authors determined a relevant effect size for statistical power analysis, equivalence testing, Bayes factors, or other approach.
· Interpretation given different outcomes: A prospective interpretation of different potential outcomes, making clear which outcomes would confirm or disconfirm the hypothesis.
· Theory that could be shown wrong by the outcomes: Where the proposal is testing a theory, make clear what theory could be shown to be wrong, incomplete, or otherwise inadequate by the outcomes of the research.
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