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Abstract
Human vocalizations are incredibly flexible and may sound different depending on their uses and functions –- from interpersonal semantic communication, to expressing emotions and intentions, to cueing a speakers’ age and body size. Even though the voice works as such an important sociobiological signal, there are major gaps in our knowledge about how we process and perceive this auditory information. For instance: why do we like some speakers/singers more than others? Does it depend on the type of vocalization? Studies on the speaking voice suggest a clear link between vocal attractiveness and acoustic characteristics, but the relationship between acoustic features and singing voices preferences is not so straightforward, with recent findings suggesting that perceptual features (i.e., numerical sound descriptions by listeners) are more relevant than acoustic features (i.e., physical characteristics of the audio files).
We propose to investigate voice preferences with an integrative approach, encompassing contrasting types of vocalizations. To do that, we will use a newly recorded and validated stimulus set of contrasting vocalizations containing 22 highly trained female singers speaking and singing the same material in contrasting styles (sung as a lullaby, as a pop song or as an opera aria; and spoken out loud as if directed to an adult audience and as if directed to an infant). We will ask participants to rate these vocalizations in terms of how much they liked them as well as on scales for different perceptual features (e.g., breathiness, loudness, timbre). By measuring the consistency of these preferences across participants and over time (with two testing sessions), as well as modeling liking ratings based on perceptual features, we aim to characterize voice preferences in a wider framework – taking into account the variability both in vocalizations’ uses and functions and in participants’ aesthetic appreciation of them – to better understand a question central to human experience.
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1. Introduction
The human voice serves several functions, and can sound very differently depending on its use. In the case of speaking, infant-directed vocalizations have special acoustic qualities (with high fundamental frequency, F0, high variability of F0, slow articulation rate and large vowel space area, see Cox et al., 2022; Hilton et al., 2022), and may be used to direct infants’ attention, express affect, communicate intent and facilitate language learning (Fernald, 1989; Bryant & Barret, 2007; Fernald, 1989). Beyond supporting interpersonal communication and conveying semantic information, the speaking voice can also work as an important sociobiological signal, indicating emotional states (Banse & Scherer, 1996), personality traits (Goupil et al., 2021; McAleer et al., 2014; Scherer, 1978) and even cuing a speakers’ body size, health and age (Babel et al., 2014). When it comes to songs, there is high variability both between and (especially) within cultures in terms of voice quality, tempo, melodic and rhythmic complexity, pitch range and accent, but all studied cultures have some kind of singing (Mehr et al., 2019; Savage et al, 2015). Singing to infants is a widespread, cross-cultural practice, which may serve different functions, such as mood regulation and attention directing in the case of play songs and soothing an infant or encouraging sleep, in the case of lullabies (Mehr et al., 2018; Mehr et al., 2019; Rock at al., 1999; Trehub et al., 1993; Trehub & Schellenberg, 1995). Lullabies are characterized by simple, repetitive melodies, simple rhythm and preponderance of small melodic steps, allied to typical performance features like a unaccompanied, soft and quiet singing by a caregiver, often paired with movements such as rocking, swaying or patting (Mehr et al,. 2019; Trehub & Trainor, 1998; Unyk et al., 1992). 
The studies on speaking and singing mentioned above glimpse at the diversity of human vocalizations from the point of view of their uses and functions. But why do we like some voices more than others? How does our enjoyment of voices vary across diverse types of vocalizations? Here we investigate the aesthetic appeal of a range of contrasting vocalizations – singing and speaking – in an integrative way.
In the case of spoken voices, the attractiveness of voices is believed to provide signals of the fitness of potential partners. Voice attractiveness has been shown to co-vary with sexually dimorphic traits. Individuals with more attractive voices also exhibit larger shoulder-to-hip ratios (for males) or smaller waist-to-hip ratios (for females) (Hughes et al., 2004). Accordingly, studies indicate that the acoustic bases of vocal attractiveness lie in the height of F0 and formant dispersion of a given voice, with higher F0 and more spread formants preferred for women‘s voices (Collins & Missing, 2003), and lower F0 preferred for men’s voices (Collins, 2000). Studies also report a general preference for voices with higher harmonic-to-noise ratios, which can be considered a measure of voice quality – it decreases with aging (Ferrand, 2002) or when being hoarse due to medical reasons (Yumoto et al., 1982). Familiarity and “averageness” were also linked to vocal attractiveness. Bruckert et al. (2010) used voice morphing software and observed that morphed, averaged voices (which are smoother and have higher harmonic-to-noise ratios) were considered more attractive than most of the individual voices presented to participants. Interestingly, Valentova et al. (2019) reported high correlations between attractiveness ratings of speaking and singing vocalizations, and suggested that they may work as “backup signals”, both shaped by sexual selection and cuing body size and fitness. However, further studies are needed to test this association with more varied singing material, and also scrutinizing acoustic, musical, and perceptual features (e.g., pitch accuracy, tempo, etc,) since they have been shown to influence the perception of singing and speaking abilities (e.g., Merril, 2022; Merril & Larrouy-Maestri, 2017).
To understand voice preferences, we take an interactionist approach (e.g., Wassiliwizky & Menninghaus, 2021), in the larger framework of empirical aesthetics -– one that takes into account aspects of the stimulus as well as subjective, internal factors relating to the person making the aesthetic evaluation. This means that, in addition to examining mean liking ratings as indicative of average preferences, we will also examine the variability in these ratings across participants. One way of assessing the relative contributions to preferences of individual versus common factors is to measure agreement across participants (e.g., Vessel et al., 2010, 2014, 2018). We focus here on the variability (or consistency) of aesthetic judgements across vocalization styles, across participants and over time, as well as on the role of perceptual attributes of the voices. Note that we use the terms liking and aesthetic preferences in interchangeable ways.
A first step in this direction was taken in a previous study (Bruder et al., 2021a, 2021b/in preparation), in which participants were asked to rate pop singing performances in terms of perceptual attributes of the voices (i.e., articulation, breathiness, pitch accuracy, loudness, tempo, resonance, preciseness and softness of vocal onsets, amount of vibrato, timbre), as well as in terms of how much they liked them. Mixed linear models showed that liking ratings could be predicted by perceptual features (with about half of the variance of liking ratings explained by perceptual ratings), but not by acoustic features frequently used to describe voices such as jitter, shimmer, vibrato rate and extent, harmonics-to-noise ratio and tilt measures. In line with previous research on perceptual ratings of music (Schedl et al., 2016; Lange & Frieler, 2018; Schedl et al., 2016) and voice (Merrill, 2022), we also observed that inter-rater agreement of perceptual and liking ratings was low. Interestingly though, mean liking ratings in this lab-based experiment with German participants correlated highly with mean liking ratings of a parallel online experiment presenting the same stimuli to US-based participants. This suggests the emergence of robust average preferences amidst high individual differences in how participants perceive and like singing voices. It is to be determined if this finding would generalize to other types of singing, that is, beyond pop singing.
Here we propose to expand the findings of Bruder et al. (2021a, 2021b/in preparation) and investigate lay listeners’ aesthetic preferences for voices in contrasting singing and speech styles. To do so, we use a newly recorded and validated stimulus set of naturalistic but controlled a capella singing and speech performances [the stimulus dataset, along with details about the validation experiment and acoustic analyses of the stimuli, will be, at the time of publication of this paper, available open access –- currently it is work in progress]. Twenty-two female singers performed six different melody excerpts in three contrasting singing styles – as a lullaby, as a pop song and as opera aria; and read the corresponding lyrics out loud in two contrasting ways – as if speaking to an adult audience and as if speaking to an infant. Note that the term pop singing is used here in a broad and unspecific way. Though there are different schools and techniques associated with different aesthetic goals within pop music, pop singing is defined here as singing without any specific type of technique. Operatic or classical singing, on the other hand, is the result of a very specific technique, and is associated with a very clear acoustic profile. Larrouy-Maestri et al. (2014) compared acoustic features of operatic and non-operatic singing by asking the same singers to perform two melodies (“Happy Birthday” and a romantic song of free choice) both with and without operatic technique, and found wider vibrato extent, higher standard deviation of the F0, increased jitter and shimmer, as well as lower harmonics-to-noise ratio and lower energy ratio distribution in operatic singing. 
These five contrasting “categories” of vocalizations allow us to draw an interesting comparison with findings from the visual domain. Using a correlational measure of agreement (“Mean Minus One”, MM1), Vessel and colleagues (2014, 2018), found a higher degree of shared preferences for images of faces and landscapes than for images of exterior architecture and interior architecture, and an even smaller for artworks (which reflected strong individual differences or idiosyncratic taste). They argue that the behavioral relevance of naturally occurring types of stimuli such as landscapes and human faces results in information processing, and hence aesthetic experience, that is highly conserved across individuals. On the other hand, artifacts of human culture, such as architecture and artwork, lack this uniform behavioral relevance, and allow for the expression of individual subjects’ idiosyncratic taste. Applying this rationale to the auditory domain and our voice stimuli and quantifying the amount of shared taste for these five types of vocalizations should help us characterize voice preferences in an integrative way, focusing not only on average preferences, but also acknowledging individual differences in these preferences.

1.1 Study aims and hypotheses
This study aims to empirically investigate individuals’ voice preferences and consistency 
(between and within participants), as well as the perceptual grounds of these preferences across a varied but controlled stimulus set of contrasting vocalizations. Given the scarcity of previous empirical research on this subject, a part of this study is exploratory. We will nonetheless make (somewhat speculativeory) predictions based on available theories from the fields of empirical aesthetics and music cognition (Table 1).
















Table 1. Registered Report Design Planner
	Question
	Hypothesis
	Sampling plan
	Analysis Plan
	Rationale for deciding
the sensitivity of the 
test for confirming or 
disconfirming the 
hypothesis
	Interpretation given
 different outcomes


	1A) How much do people agree in terms of which voices they prefer across singing styles? 

	H0: no difference in agreement between lullaby, pop and opera
H1: agreement for lullaby higher than pop; and for pop higher than operaeffect of style on agreement 
	45 participants rating each stimulus in terms of liking 
	Comparison of
MM1 measures
for lullaby, opera 
and pop: one-way 
repeated 
measures ANOVA/Kruskal-Wallis
post-hoc test
(see 1.2.1)

	Significance of difference in mean MM1 scores across 3 styles according to ANOVA/post-hoc testKruskal-Wallis 

	The null hypothesis of no difference in MM1 across singing styles is rejected if p < .05


	1B) Is inter-rater agreement (MM1) consistent over time (two testing sessions)?
	H0: similar amount of agreement in sessions 1 and 2
H1: different amount of agreement in sessions 1 and 2different amount of agreement in sessions 1 and 2
	45 participants rating each stimulus in terms of liking 
	Comparison of MM1 values (pooled across styles) in sessions 1 and 2: paired t-/Wilcoxon testPearson correlation score between each individuals’ (pooled across styles) MM1 values in sessions 1 and 2 (see 1.2.1)

	Significance of difference in MM1 scores between session 1 and 2 according to paired t-/Wilcoxon test
A correlation higher than .75 indicates consistency of MM1 measures across testing sessions
	The null hypothesis of no difference in MM1 between sessions is rejected if 
p < .05
rMM1 test, retest < .75

	2A) On average, will the same performers be preferred across styles? 

	Ho: no difference in rankings of performers across styles (“better” voices consistently ranked higher)
H1: rankings differ across styles 
	Average liking ratings by 45 participants
	Based on mean liking ratings by performer, comparison of ranking of performers for each style: Friedman test comparing 5 rankings (see 1.2.2)

	Significance of differences in rankings between styles as measured by Friedman’s test
	The null hypothesis of no difference in rankings across styles is rejected if p < .05 (suggesting preferred voices vary across styles)

	2B) How consistent are (average) preferences for performers over time (two testing sessions)?
	H0: similar rankings of performers in sessions 1 and 2 
H1: different rankings of performers in sessions 1 and 2 
	Average liking ratings by 45 participants 
	Based on mean liking ratings by performer (pooled across styles),
Pearson Spearman correlation score between sessions 1 and 2 (see 1.2.2)
	A correlation higher than .75 indicates consistency of rankings of performers across testing sessions 
	The null hypothesis of no difference in rankings of performers between sessions is rejected if 
r test, retest < .75







1.1.1 Hypothesis regarding (in)consistency of preferences across styles (Question 1A) and over time (Question 1B)
Individuals’ agreement in terms of their voice preferences may vary depending on the type of vocalization, as observed in the visual domain. Extrapolating Expanding on Vessel and colleagues’ (2010, 2014, 2018) findings, we expect a higher degree of shared taste (high inter-rater agreement) for aesthetic ratings of lullabies, a more “natural”, evolutionarily important (e.g., Mehr & Krasnow, 2020) kind of singing, than pop and operatic singing; and higher shared taste for pop than operatic singing (the latter representing a more technical and specific type of stimulus). We refrain from hypothesizing about agreement for the speaking performances. We will also assess how consistent are these agreement measures across two testing sessions.We expect to find a similar profile across the two testing sessions, that is, relatively high correlation between the amount of shared taste between test and retest.

1.1.2 Hypothesis regarding average preferences for some singers (Question 2A) and over time (Question 2B)
If some voices are “fundamentally” more likeable, this should happen consistently across styles, that is, participants’ rankings of favorite singers/speakers should not vary across styles. On the other hand, differences in rankings across styles would suggest that some performers and voice qualities were more “adequate” or “conformant” to some styles than to others. Again, the consistency on these rankings over time (two testing sessions) will inform us on the strength of the observed patterns.

1.1.3 Hypothesis regarding the prediction of "liking" from perceptual features 
In the case of pop singing, recent findings (Bruder et al., 2021a, 2021b/in preparation) showed that about half of the variance in participants’ liking of singing performances could be predicted based on perceptual (but not acoustic) features of the voice. We expect to replicate and extend such observation across different vocalizations. Note that this analysis is not included in Table 1 because it is exploratory (i.e., no clear hypotheses other than stating that we expect to be able to predict liking ratings from perceptual features, and to find interactions of sStyle and perceptual features). In any case, these models should provide a more integrative way to describe liking of vocalizations, taking into account dependencies coming from repeated measures in subjects and stimuli items.


1.2 Analysis plan and sample size justification
1.3 
[Please see accompanying scripts with R code for simulating a dataset and running all proposed analyses]. Whenever requirements are met, we plan to use parametric methods, aiming at higher power (otherwise adjusting to non-parametric alternatives; these changes are specified in our proposed analyses code).

1.4 Analysis plan and sample size justification
1.4.1 Consistency of preferences across styles and over time 
1.4.2 
For question 1A, for each stimulus item, we will average ratings from sessions 1 and 2 to compare MM1 measures between the lullaby, pop and operatic singing styles with a one-way repeated measures ANOVA, followed by Tukey post-hoc test in case of significant difference between styles (or Kruskal-Wallis and Dunn post-hoc tests as nonparametric alternatives). Our directional hypothesis specifies that MM1 values should be higher for lullabies than pop performances, and higher for pop than operatic performances. For question 1B, we will compare participants’ MM1 values (pooled across styles) for sessions 1 and 2 with a paired t- (or Wilcoxon) test. We will also compute a Pearson correlation between MM1 values between sessions and stipulate that a high correlation (r > .75) indicates that MM1 values did not vary much between sessions, that is, that the amount of agreement remained consistent over time.
For question 1A, for each session, we will compare MM1 measures across the lullaby, pop and operatic singing styles with a one-way repeated measures ANOVA (and 3 pairwise comparisons in case of a significant effect of style on agreement, adjusting alpha to the number of comparisons with the Holm method).
Power analysis with G*Power (version 3.1) indicated that a sample of 45 participants would be enough to detect a small to moderate effect size of f = .2 with power = .8 and alpha set to 0.05 in a repeated-measures ANOVA with one group and 3 measurements (using default settings of correlation among repeated measures = .5, nonsphericity correction ε  =  1, and effect size specification as in G*Power 3.0). Accordingly, for a paired t-test (two-tailed), this sample size of 45 participants would be enough to detect a small to moderate effect size of dz = 0.43 with power = .8 and alpha set to 0.05. In case we need to run nonparametric tests instead, we will have less power, but should still be able to detect moderate effect sizes (considering the recommendation of using a sample size 15% bigger for nonparametric tests than one would use for a parametric test - Lehmann, 1998).
For question 1B, we will compute a Person correlation between participants’ MM1 values (pooled across styles) for sessions 1 and 2. We will consider a high correlation (r > .75) an indication that MM1 values did not vary much between sessions, that is, that the amount of agreement remained consistent over time.

1.4.3 Average preferences for some singers
For question 2A, based on mean liking ratings per stimulus item across all participants and pooled (averaged) across sessionsfor each session, we will compare the rankings of singers across the five styles of vocalization with a Friedman test (and posthoc tests, controlling for the FWER with the Holm method in case there is a difference). Note that in this case rejecting the null hypothesis of no difference in rankings across styles indicates that there is a difference in terms of which voices are preferred across styles. Since power analysis for nonparametrical tests is not so straightforward, we followed a recommendation of using a sample size 15% bigger than one would use for a parametric test (Lehmann, 1998) . Power analysis indicated that for a repeated-measures ANOVA with one group with 5 measurements, a sample size of 32 participants would be enough to detect a small to moderate effect size of f =.2 with power = 0.8 and alpha = 0.05 (using default settings of correlation among repeated measures = .5, nonsphericity correction ε = 1, and effect size specification as in G*Power 3.0). Multiplying this estimated necessary sample size by 1.,15 to estimate power for a nonparametrical test leads to a required sample size of 36 participants for our proposed Friedmans’ test (smaller fewer than our specified 45 participants).
For question 2B, based on mean liking ratings by performer (pooled over styles), we will compute a Person Spearman correlation between values for sessions 1 and 2. We will consider a high correlation (rρ  > > .75) an indication that preferences for certain performers did not vary much between sessions, that is, that these preferences remained consistent over time.

1.2.3	Predicting liking from perceptual features 
Linear mixed models will be proposed to explore the level of prediction of liking ratings achieved based on perceptual features. We plan to fit one model for data from trials with the two styles of speaking and one model for data from trials with the three styles of singing (since they are partially based on different rating scales). Preliminary model specification is as follows: liking ratings predicted from perceptual ratings as fixed effects, including the interaction of sStyle (lullaby, opera or pop for the singing model; adult-directed or infant-directed for the speaking model) with each predictor, and participants and stimuli items as random effects. [We will try to optimize this base model using standard model comparison techniques. As these are dependent on actual data, we did not include them in the analyses script yet].

2. Method
2.1 Participants
Participants will be recruited from the participant database of the Max Planck Institute for Empirical Aesthetics’s, in Frankfurt, Germany, which consists mostly of lay listeners, with a preponderance of students and retired subjects. While we acknowledge that this convenience sample shares the generalizability limitations of most studies sampling from “WEIRD” populations (White, Educated, Industrialized, Rich, and Democratic - Henrich et al, 2010), by examining participants with a large range of musical expertise, we hope to enhance representativity of the general population (compared to the alternative of recruiting only musically trained participants). Note that studies indicate that lay listeners are able to evaluate spoken (Bänziger et al, 2014) and singing voices (Merrill, 2022) if suitable scales are made available to them.

Participants will be rewarded for their participation at a 7€ per half hour rate. The only exclusion criterion for participation in data collection will be reported hearing impairments (announced in the invitation participants receive, prior to participation). Data from participants will be excluded from analyses if their responses pattern shows they were clearly not performing the task attentively (for instance, if they give the same rating through a whole block of trials). 
The experimental procedure was ethically approved by the Ethics Council of the Max Planck Society (No 2017_12), and will be undertaken with written informed consent of each participant.

2.1.1 Questionnaires for collection of participant-related data. 
In addition to providing biographical data, participants will be asked to complete three questionnaires to be used in exploratory analyses.
1) the 18-items version of the general Music Sophistication subscale from the Goldsmiths Music Sophistication Index (Müllensiefen et al., 2014), as computed in with the Gold-MSI configurator (https://shiny.gold-msi.org/gmsiconfigurator). 
2) the Ten-Item Personality Inventory (TIPI), which is a short self-report measure of the Big-Five personality domains (Gosling et al., 2003), in the German version (Muck et al., 2007). Each of the five personality dimensions – Extraversion, Agreeableness, Conscientiousness, Emotional stability (or Neuroticism) and Openness to new experiences – is measured by two items, selected from the high and low poles of each domain. Each question presents two central descriptors, and participants to rate on a scale from 1 (disagree strongly) to 7 (agree strongly) how much those two traits apply to them. 
3) the reviewed Short Test of Music Preference (STOMP-R), a short self-report inventory for musical preferences (Rentfrow et al., 2011; see Fricke & Herzberg, 2017 for a German validation). 

2.2 Materials
2.2.1 Stimulus set
The complete dataset of vocalizations consists of six melody excerpts (the first phrase of different songs) performed by 22 highly trained female classical singers (16 sopranos, 6 mezzo-sopranos, aged from 22 to 45 years old, M = 32.5, SD = 7.1), with vocal training ranging from 4.5 to 27 years (M = 12.9 years, SD = 6). Singers were recorded in studio conditions and performed each melody excerpt as a lullaby, as a pop song, as an opera aria (performed one fifth higher as pop and lullaby stimuli), and spoke the corresponding lyrics as if directed to an adult audience and as if directed to an infant. The exact instructions given to singers during the recording session were: For lullaby singing: imagine you have a baby on your chest and you want to make it sleep. For pop singing: imagine you are performing a pop song on a microphone. For operatic singing: imagine you are on stage performing an opera aria. For speaking the text aloud: imagine you are reading out loud the translation of the lyrics from something you have just performed on stage. For posed infant-directed speech: read the same text out loud but this time imagine you are talking to a baby or a small child. All productions were made both with the original lyrics and with a /lu/ sound instead of the original lyrics. In all cases, performances with a /lu/ sound were recorded directly after the performance with lyrics; specifically for speech performances, the resulting /lu/ performance followed the same rhythmic and prosodic contour of the performance with lyrics. Singing stimuli are on average 9 seconds long, and speech stimuli are on average 5 seconds long.
Loudness normalization. Stimuli were loudness normalized using the To Audio Converter (Version 1.0.16 – 1059) software. All speaking and pop singing stimuli were loudness normalized to -18 LUFS; all lullaby stimuli to -25 LUFS; and all opera stimuli to -14 LUFS. This was done to ensure stimuli within each style had the same perceptual level of intensity, while still keeping some variability within their general stylistic characteristics (that is, from the softness of lullabies to the higher intensities resulting from the use of operatic technique). 
Validation of the stimulus material. The stimulus set was validated in one lab experiment where participants (lay listeners, total N = 75, divided into three groups; each stimulus was judged by 25 participants) were asked to indicate in each trial if a given singing performance sounded like a lullaby, a pop song, or an opera aria, or (with a different group of participants) if a given speaking performance was directed to an adult or to a baby/child. The overall average accuracy achieved was .79 for singing performances and .80 for speech performances. For the subset of /lu/ performances, the overall average accuracy reached .84 for opera, .79 for lullabies and .65 for pop performances; and .8 for adult-directed and .75 for infant-directed performances. Further details about the analyses plan for the validation experiment can be found in its preregistration: https://osf.io/wuvb8. The final validated dataset, along with details of the validation experiment and the description of extracted acoustic features of all stimuli, will be made available via open access once all analyses are done. Examples of the stimuli used in the present work are currently available at https://owncloud.gwdg.de/index.php/s/6IWIvTc828vB77R. 
For the experiments proposed in the present work, we will only use one of the melody excerpts, the first phrase from “Chove Chuva” (by Brazilian artist Jorge Ben Jor), and only performances with a /lu/ sound. This leads to 110 performances (by 22 singers, each performing three styles of singing and two styles of speaking).

2.2.2 Acoustic analyses
Each individual singing performance was segmented to individual notes using Tony (Mauch & Dixon, 2014; Mauch et al, 2015). After eventual note corrections (made manually upon visual inspection of individual files), the note data were exported as text files containing information about F0 and duration of each individual note. Each melody excerpt was then cut into individual chunks (one for each sung note) using a sox bash script. Individual notes (as wav files) were then entered into acoustic analysis. Using Praat (Boersma, 2001,Version 6.0.46) and default settings, except for: pitch_floor = 75; pitch_ceiling = 800, we extracted the following measures: F0, F0_max and F0_min and standard deviation of the F0; shimmer (perturbation in the amplitude of F0); jitter (perturbation in the periodicity of F0). To calculate pitch accuracy, we first converted F0 values from Herz to cents (100 cents corresponds to 1 semitone; the reference lowest note used was 261,626 Hz), then calculated the absolute difference between these values and reference (“correct”, according to sheet music) notes, also in cents; then averaged the pitch (in)accuracy per take. Using VoiceSauce (Shue, 2010; Shue et al., 2011) and with the same Praat settings of pitch_floor = 75 pitch_ceiling = 800), we extracted the following measures related to the spectral composition of the audio signal: harmonics-to-noise ratio in the 0–-3.5 kHz band (HNR35), a ratio between periodic and nonperiodic components; cepstral peak prominence (CPP), a voice quality measure; energy, the amplitude of the sound wave. Note that even though acoustic features were extracted for individual notes, for subsequent analyses (statistical models using acoustic features as predictors) we calculated averaged values per performance.

2.3 Procedure
Following the procedure proposed by Bruder et al. (2021/in preparation) and designed to order to explore the role of perceptual features in listeners’ preferences, we will ask participants to rate singing and speech stimuli in terms of perceptual attributes shown to be relevant in the appreciation of singing and speech/speechsong (Merril, 2018, 2022; Merril & Larrouy-Maestri, 2017). These ratings will be made on bipolar scales ranging from 1 to 7 and displaying contrasting anchor words on each pole. Six scales will be used both for singing and speech stimuli (Table 1): attack (soft  –  hard), breathiness (not at all – very breathy), loudness (quiet – loud), resonance (thin  –  full), tempo (slow – fast), timbre (light – dark). The following four features will be collected only for singing stimuli: (perceived) pitch accuracy (out of tune – in tune), voice onset (imprecise – precise), articulation (staccato – legato), and amount of vibrato (not at all – a lot), whereas the following three features will be used only for speech performances: overall pitch (low  –  high), pitch range (narrow – wide), loudness range (narrow – wide). This means for blocks with singing stimuli there will be 10 perceptual scales to rate, and in blocks with speech stimuli there will be 9 perceptual scales to rate. Additionally, participants will be asked to rate how much they liked each stimulus on a scale of 1 (not at all) to 9 (a lot). Half-way through the experiment, participants will be asked to complete the three questionnaires mentioned above. Participants will complete two testing sessions (test-retest), not longer than 10 days apart from each other. The second session will be identical to the first one, with the exception that no questionnaires will have to be filled in the second session. The whole experiment will be conducted in German.

[image: ]
Figure 1A) Illustration of the stimulus material, consisting of performances of a short melody excerpt, performed by 22 singers a capella, with a /lu/ sound, in three different singing styles (as a lullaby, as a pop song, as an opera aria) and in two speaking styles (as if directed to an adult audience, as if directed to an infant). Note that operatic singing was performed one fifth higher than pop and lullaby (in A minor instead of D minor). B) Illustration of the experimental design: participants will be asked to rate each stimulus in terms of how much they liked it on a 9-point scale (not at all – a lot), as well as on different 7-point bipolar perceptual scales (see Table 2 for individual description of all scales).












Table 2: Definition of perceptual ratings to be collected on bipolar scales, along with anchor words (inside parenthesis)

	Perceptual attribute
	Definition

	All stimuli
	

	Attack
	The way in which a note or syllable begins (soft – hard)

	Breathiness
	The amount of air flow in the voice: how breathy does the voice sound? (not at all – a lot)

	Loudness
	The magnitude of the auditory sensation (quiet – loud)

	Resonance
	The fullness or reverberation of a voice (thin – full)

	Tempo
	The speed or pace of the performance (slow – fast)

	Timbre
	The perceived sound quality of the voice (dark – bright)

	
Singing stimuli only
Pitch accuracy
Articulation
Vibrato


Speaking stimuli only
Overall pitch
Pitch range

Loudness range
	

How precise is each note along the melody (in-tune – out-of-tune)
How notes are connected to each other (staccato – legato)
A slight and periodic oscillation of the pitch of a sustained note: how much vibrato does the performer use? (none at all – a lot)


The mean pitch of the performance (low – high)
How much the pitch varies during the performance (narrow – wide range)
How much the loudness varies during the performance (narrow – wide range)



The experiment will be divided in five blocks, one for each style of singing/speaking. Half 
of the participants will start with singing stimuli, half with speech stimuli. Each block will comprise 22 trials, corresponding to one take by each of the 22 singers, presented in a randomized order. The order of these three or two blocks within each type of stimuli (singing or speech) will be counterbalanced across participants. Participants will complete the experiment at their own pace and are expected to take up to two hours to complete the experiment. Breaks will be proposed between blocks.
The experimental session will run as follows: after receiving general instructions, the definitions of the rating scales will be presented on the computer screen, along with three examples of singing performances or two examples of speech performances (one for each style), and participants will be asked to familiarize themselves with the rating scales. Then the actual experiment will begin. For each experimental stimulus, participants will be able to click on the “play” button as many times as they want to and listen to the stimulus again as they rate the bipolar scales and the scale for liking ratings. Additionally, there will be two open-end optional fields to fill: “This voice is especially… (write an adjective)” and “This performance is especially… (write an adjective)”. These were added to explore if similar “labels” might be given to the same voices by different participants, and to allow participants to express how they perceive the stimuli in a freer way. When all scales are completed, participants will be able to press the “next” button to proceed to the next page, where the next stimulus will be presented.
Stimuli will be presented and data will be recorded in the experimental platform Labvanced (Finger et al., 2017). Participants will be tested in the laboratories of the Max Planck Institute for Empirical Aesthetics, in Frankfurt, Germany.
 
2.4 Data analyses
2.4.1 Inter-rater aAgreement. Agreement will be assessed using a “mean-minus-one” (MM1) correlation measure as described by Vessel et al. (2014): a correlation is computed between a given participant’s liking ratings for each individual stimulus and the average ratings of all other participants. The across-observer average MM1 score is computed by 1) transforming individual r-values to z values, 2) computing a mean, and 3) transforming that score back to an r-value for easier interpretability. This method has been shown to result in less biased estimates than averaging raw correlations (Corey et al., 1998). Additionally, to allow for direct comparisons with other studies using perceptual ratings of voices, we will also report Krippendorff’s alpha (K), as recommended by Lange and Frieler (2018) for perceptual ratings of music stimuli, using the kripp.alpha function in the irr R package (Gamer et al., 2019) and intraclass correlations (ICC2 or single random raters, absolute values), using the ICC function in the psych R package (Revelle, 2021). 
2.4.2 ConsistencyIntra-rater agreement. In addition to the consistency measures mentioned in Section 1.2, we will also report, for each participant and based on his/her ratings of 110 stimuli in the first and second sessions, Pearson correlation scores as a measure of test-retest intra-rater agreement (separately for liking rating and each of the 10 perceptual feature ratings). 
2.4.3 Modelling. Different linear mixed effects analyses will be proposed using the lmer function from the lme4 package (Bates et al., 2015) implemented in R (R Core Team, 2014). For all models reported, residual plots and QQ-curves will be visually inspected to make sure there was no deviation from normality or homoscedasticity. Estimates for degrees of freedom, F statistics, and p-values will be computed using Satterthwaite approximation with anova() function in the lmerTest package (Kuznetsova et al., 2015).Variance inflation factor (VIF) will be monitored with the goal of keeping it under 4 for all predictors.

2.5 Exploratory analyses. The non-exhaustive list of exploratory analyses includes investigating if participants’ characteristics collected with questionnaires (Section 2.1.1) can predict liking ratings and/or interact with ratings in the different perceptual scales. Further, we will test if findings from the field of voice attractiveness - higher voice attractiveness for higher mean F0 and more dispersed formants for female voices (Babel et al, 2014; Valentova et al, 2019) - replicate in our study: we will test models predicting liking ratings from mean F0, formant dispersion and indirect estimates of vocal tract length; as well as other acoustic measures such as jitter, shimmer, harmonics-to-noise ratio, cepstral peak prominence (CPP) and tilt measures H1H2, H1A1, H1A2, H1A3.
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