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Abstract

This meta-analysis explored whether being in nature and emotional social support are effective in reducing levels of stress through a Registered Report. We retrieved all the relevant articles that investigated a connection between one of these two strategies and various components of stress (physiological, affective and cognitive) as well as affective consequences of stress. We followed a stringent analysis workflow (including permutation-based selection models and multilevel regression-based models) to provide publication bias-corrected estimates. We carried out several subgroup analyses to investigate the heterogeneity caused by variations in population characteristics or conceptual aspects of utilized study designs and we found [no evidence for x subgroup analyses and/or evidence for x subgroup analyses].We found [no evidence for the efficacy of either strategy/evidence for one of the two strategies/evidence for both strategies] with an estimated mean effect size of [xx/xx] and we recommend [recommendation will be provided if necessary]. 
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Stage 1 Registered Report: Stress regulation via being in nature and social support in adults, a meta-analysis 
How can we live in a fast-paced world where every unexpected challenge is just around the corner? Sometimes the obstacles are low or easy to get around; others may seem insurmountable. Life’s obstacles can trigger a stress response that can be understood as, “a particular relationship between the person and the environment that is appraised by the person as taxing or exceeding his or her resources and endangering his or her well-being” (Lazarus & Folkman, 1984, p. 19). Stress experienced on a daily basis has an impact on health and on well-being of individuals (Bolger, Kessler, & Schilling 1989).
 Thus, stifling the build-up of excessive stress is of paramount importance. In a previous meta-analysis, we synthesized empirical research on two stress regulation strategies (self-administered mindfulness and heart rate variability biofeedback; Sparacio et al., 2022). As we aim to build a comprehensive database in which different stress regulation strategies are evaluated based on their efficacy, here we add the synthesis of two other strategies: Being in nature and emotional social support. The reason why we chose these two strategies is similar to what guided the choice in our previous work: The decision was partly based on the fact that we were interested in analyzing scalable, non-invasive and cheap strategies that could be used by an extended number of individuals and partly arbitrary as to where we start with our approach. To check whether the named strategies have an effective role in reducing stress levels we conducted a meta-analysis with the following objectives: 1) To assess the evidential value of identified studies in both literatures, 2) for both being in nature and emotional social support, to calculate mean effect sizes for the stress response and also for the affective consequences of stress , 4) to apply publication bias correction techniques to have more realistic estimates of the efficacy of either regulation strategy 5) and to determine whether personality traits were used as moderators in stress regulation studies.
We intend to shed light on whether being in nature and emotional social support has stress reducing effects or not through our meta-analysis and how big the effect - if any - is. Our combination of publication bias-correction techniques can provide a less biased estimate of the effects of interest (Cf., IJzerman et al., 2022; Sparacio et al., 2022).
Stress Regulation 
Stress is usually defined as a state of strain and tension that occurs when we are overwhelmed by external demands with the impossibility of dealing with them for lack of resources (Lazarus & Folkman, 1984). In our previous meta-analysis we classified the stress response based on three components: Affective, physiological, and cognitive (see Du, Huang, An, & Xu, 2018; Schneiderman, Ironson, & Siegel, 2005; Sparacio et al., 2022; Watson & Clark, 1988). As we noted there, these different components are not truly conceptually separate (Pessoa, 2006; Phelps, 2008), but we apply them as useful categories for application. Because stress can have long-term consequences if not kept under control, we also included an assessment of the affective consequences of stress (such as depression and chronic anxiety). We decided to pick depression and chronic anxiety as relatively arbitrary starting points for constraints of time and resource and because those are traditionally the most investigated outcomes for these interventions.
The first strategy we focused on here, being in nature, we restricted to interventions like walking in a natural environment and/or watching it (Antonelli, Barbieri, & Donelli, 2019). According to the “stress recovery theory” (Ulrich, 1983), nature provides a restorative influence helping individuals recover from stress. Ulrich’s (1983) theory relies on a psycho-evolutionary theorizing: Humans evolved in the course of centuries in natural places adapting both psychologically and physiologically to these types of environments. The argument is that when a stressor is encountered, an unthreatening natural environment might evoke feelings of pleasantness, decrease stressful thoughts, and promote physiological restoration (see also Ulrich et al., 1979).
 In the empirical literature, being in nature has been found to have a positive influence on the different components of stress. For the affective component, one study found that participants that walked in a natural setting (as compared to when they walked in a built environment) had a greater reduction of levels of self-reported stress (Beil & Hanes, 2013). For what concerns the physiological component, in one study coronary artery disease participants, who were randomly allocated to a seven days walking-in-a-park (vs. a seven days walking-in-an-urban-environment) condition had lower cortisol levels and lower heart rates (Grazuleviciene et al., 2015). As it pertains to the cognitive component, a brief walk in a natural setting (vs. 90 minutes walk in an urban setting) reduced self-reported levels of rumination (Bratman, Hamilton, Hahn, Daily, & Gross 2015). Finally, for what concerns the affective consequences of stress, one study found that a walk in a green area (as compared to a group of non-walkers) reduced symptoms of depression (Marselle et al, 2014).
The other strategy, emotional social support, has probably garnered the most empirical support out of the two (e.g., Cohen, 2004; Lakey & Cronin, 2008). Cohen and Wills (1985) suggested that social support can act as a shield protecting the individual from negative consequences of stress. There are two main models that explain the relationship between stress and close relationships. The first, the stress-buffering hypothesis, states that social support is connected to wellbeing by reducing stress appraisals or weakening the association between stress and negative health outcomes. The second, the main effect hypothesis, posits that social support has a beneficial effect, decreasing the level of distress, regardless of whether people are under stress (Cohen & Wills, 1985). The buffering effect has been thought to be associated with a dampened hypothalamic–pituitary–adrenal (HPA) axis activity and a decrease in the response of the autonomic nervous system (ANS; Carter, 1998). 
One particular theory, “social baseline theory” (e.g., Beckes & Coan, 2011) offers an account that can provide a mechanism for the stress-buffering hypothesis, as it suggests that social support and proximity to others reduces the perceived threat of a stressor and people can thus exert less effort in regulating stress (Coan & Sbarra, 2015; Ein-Dor et al., 2015). Stress reduction, according to the theory, is reduced because individuals can distribute the efforts needed to achieve particular goals with other people (e.g., partner, friends, family members, or even strangers), a phenomenon known as “load sharing”. In one particular study illustrating this phenomena, people held hands with a partner or a stranger and were confronted with the threat of a (mild) electric shock. When people held hands with someone, areas related to stress were less activated when confronted with the electric shock and the reduction of stress was greater the more familiar the partner (Coan, Schaefer, & Davidson, 2006; Coan et al., 2017). 
 For the current Registered Report meta-analysis we take a more narrow view on social support, as we restrict ourselves to emotional social support that is defined at a global level as the act of talking, listening, and being empathetic with a distressed individual (Zellars & Perrewé, 2001). Emotional social support can be achieved through verbal expressions (talking to or listening to the partner) or via physical contact (e.g., holding a partner’s hand or talking with the partner; Coan, Schaefer, & Davidson, 2006; Ditzen et al. 2007). For now, we leave out other forms of social support (informational, instrumental, and appraisal) as emotional social support is thought to be associated with well-being and consequently lower mortality and lower levels of stress (Reblin & Uchino, 2008).
For what concerns the affective component of stress, in one study participants’ state anxiety decreased when emotional support was provided by a friend (compared to participants that did not receive any kind of support; Bowers & Gesten, 1986). In a study focused on the physiological component, participants that were assigned to a physical contact condition (as compared to the no social support condition) exhibited lower heart rate activation and cortisol response (Ditzen et al., 2007). For what concerns the cognitive component, one study found that participants with high levels of emotional social support responded to daily stressors with less ruminative behaviors (as compared to participants with low levels of emotional social support; Puterman, DeLongis, & Pomaki, 2010). Finally, as regards to the affective consequences of stress, studies have found that low levels of social support predict depression both in a non-clinical and clinical populations (Revenson et al. 1991; Brugha et al. 1987).
Bias in estimating the efficacy of stress regulation 
How can we assess whether there is solid evidence on the efficacy of these strategies? Many fields of science, including psychology, have been confronted with a replication crisis (the fact that replication studies have failed to find the same results as original studies; Klein et al. 2018; Maxwell, Lau, & Howard, 2015; Open Science Collaboration, 2015). Publication bias (the likelihood that positive results have a higher probability of getting published; Rosenthal, 1979; Sutton, Duval, Tweedie, Abrams, & Jones, 2000) and questionable research practices (which is generally used as a term to encompass various scientific misconducts such as excluding data on the basis of post-hoc criteria; John et al., 2012) are often seen as two of the main culprits for low replicability rates. 
The psychological literature therefore contains an unknown proportion of unreliable and false positive findings that also characterize the field of stress regulation. For instance, in our previous meta-analysis, we analyzed whether self-administered mindfulness and biofeedback were effective strategies to decrease stress. We detected an effect for both strategies. However, when we applied the same publication bias techniques as we intend to apply here, we found no more evidence that self-administered mindfulness and biofeedback were successful in reducing stress. Indeed, our analyses suggest that the originally detected effect was thus largely due to publication bias (Sparacio et al., 2022). Thus, a thorough systematic assessment of the empirical evidence contained in the literature is needed (IJzerman et al., 2020).
At present, we have no way of knowing whether the two strategies are reliably effective interventions againsts stress. Some meta-analyses do exist on the topic, but they need necessary improvements. For example, some meta-analyses were conducted on emotional social support, but these have not been updated for many years and do not account for publication bias at all (e.g., Schwarzer, & Leppin, 1989). Others do not account for publication bias or use publication bias techniques that demonstrated an excessive false-positive rate under most realistic conditions (e.g., trim-and-fill and fail-safe N; Harandi, Taghinasab, & Nayeri, 2017). 
For being in nature, only one meta-analysis exists (Antonelli et al., 2019), which did not account for publication bias at all. We tried to improve upon these prior approaches by updating the state-of-the-art through the newest available studies, as well as by applying the most up-to-date bias correction techniques. In so doing, we followed a workflow similar to our previous meta-analysis on stress regulation (Sparacio et al., 2022). 









Method
For the sake of methodological rigor and transparency, we have made our materials public on the Open Science Framework (https://osf.io/6wpav/). As our goal is to build a database of data on different stress regulation strategies, we added the data to PsychOpenCAMA, an existing public repository in which data from other meta-analyses are stored (Burgard, 2021). We already submitted data of our first pre-registered meta-analysis (Sparacio et al., 2022) to this platform on 24/09/2021, which is currently under review. 
 If other researchers contribute to the same platform the possibility of creating cumulative knowledge on stress regulation can become reality (Tsuji, Bergmann, & Cristia, 2014). Our meta-analysis was pre-registered on the OSF (https://osf.io/6wpav/). Any changes to the pre-registration were fully disclosed on our OSF page using the template provided by Moreau and Gamble (2020; Appendix A). 
 Inclusion criteria and search strategy
To frame the eligibility criteria in a structured way, we followed the Participants, Intervention, Comparator, Outcome, and Study design (PICOS) Framework (Schardt et al., 2007). We chose to only include studies on participants that are adults (people aged 18 years or older). For the current meta-analysis, we selected two interventions (being in nature and emotional social support). In case of designs comparing groups, for being in nature, we included effects based on a comparison to a control group in which participants performed the same activities (e.g., walking or viewing the surroundings) in an urban environment, or to a passive control condition (participants are in an untreated comparison group; e.g., waitlist control). For emotional social support, we included effects based on a comparison to an active control condition (in that participants were involved in tasks that were not related to stress regulation) and/or to a passive control condition. In case there were more sources of emotional social support for each study, we included the effect based on the closest connection with the participant (e.g., partners over friends, friends over strangers).
If there was more than one comparator in the same study (i.e., presence of both an active and a passive control group), we chose the contrast with the active control group. We measured the affective, the cognitive, and the physiological component of stress taken at post-test of both the experimental group and the control group. For the affective and cognitive components as well as the affective consequences, we relied on self-report measures. For the physiological component, we relied on physiological biomarkers of the stress response (e.g., heart rate, cortisol levels).
	To ensure a search strategy that was reproducible, we documented 1) the exact search strategy 2) the dates on which the research was conducted 3) the exact search string. Our search strategy followed the recommendations provided by Maggio et al. (2011). The following databases were searched: ProQuest, (an online platform which covers research indexed in APA PsycArticles, APA Psycinfo, ProQuest Dissertations & Theses Global‎), PubMED, and Scopus. We searched the titles and abstracts of the articles. 
The first author (AS) performed the literature search and excluded articles that did not match the inclusion criteria. Screening by title and abstract was carried out using Rayyan QCRI (Ouzzani, Hammady, Fedorowicz, & Elmagarmid, 2016), a web and mobile app for systematic reviews and meta-analyses. The first author then manually searched reference lists of the included studies for relevant citations and unpublished reports. Finally, we used social networks (Facebook groups and Twitter) and mailing lists (Society for Personality and Social Psychology; SPSP, European Association of Social Psychology; EASP, European Society for Cognitive and Affective Neuroscience; ESCAN; Environmental Psychology; ENVPSY) to request unpublished data. To ensure that we did not miss relevant articles, we also searched references of past meta-analyses related to the named regulation strategies. We included studies of existing meta-analyses that satisfied our inclusion criteria. Finally, we contacted authors that published studies on the topic to inquire whether they had any unpublished research, in-progress manuscripts, or in-press manuscripts (see our templates in Appendices B and C). 
Following the inclusion criteria of our meta-analytical approach: 1) We included published articles, preprint articles, working papers, dissertations, and books (we excluded studies that were not published in English), 2) we included any type of study (randomized control trials and observational studies) that estimated the effect of (or exposure to) being in nature or emotional social support, 3) we included studies that measured at least one of the three components of the stress response or at least that measured the affective consequences of stress, 4) For being in nature we included studies with participants who performed any type of physical activity as long as the same activity was performed in the same way by the corresponding control group in a non-natural setting 5) the participants of the study had to be humans. A study was excluded if 1) it was a review (either narrative or systematic) 2) The sampling frame of the study explicitly involved participants below 18 years of age,, 3) the data necessary to compute our analyses were missing (and not obtainable after having requested them to the authors of the paper) or 4) other active treatments (e.g., mindfulness) were combined with the stress regulation strategies of interest (being in nature or emotional social support). We then added a sub-exclusion criteria related to Emotional social support the two stress-regulation strategies. Namely, for being in nature, we excluded studies in which participants engaged in physical activities besides walking (e.g., running or exercising). For social support, we excluded studies with types of support that were not emotional (e.g., informational, instrumental and appraisal social support). A PRISMA flow chart of the overall literature search and inclusion procedure is shown in Appendices D and E. 
Coding and Data Preparation
Two coders independently coded the data. The coding process was cross-checked for systematic coding errors twice – after the first 10% and 20% of the data on each strategy separately. In case of systematic coding discrepancies, the coding scheme for the relevant variables was made more specific, the coding decisions were revisited, and the discrepancies resolved. Cohen’s Kappa was used as a measure of inter-rater agreement and following the guidelines of Landis and Koch (1977), we considered an agreement of κ > 0.60 for metric or multinomial variables acceptable. For binary variables, we assessed the coding agreement using the percentage agreement. In case of diverging coding decisions, consensus between two coders was reached through discussion or by consulting another author.
We extracted data for the following variables: publication year, the number of citations of the paper by Google Scholar at date of extraction , journal name, reported overall N, gender ratio, publication status, reported effect sizes, total N, cell means, standard deviations and Ns, test statistic, degrees of freedom, the type of effect (e.g., bivariate effects, covariate-adjusted effects), whether the effect was considered focal (reported in the abstract), the design of the study, the type of population, the category of stress-regulation strategy (being in nature, emotional social support), the type of control group (no control group, active, passive, being in an urban environment, different source of emotional social support), whether it was on one of the components of stress (affective, cognitive, or physiological) or on the affective consequences of stress, and the instrument employed to assess stress levels. We converted all the relevant effect sizes (ES) to Hedges’ g, the standardized mean difference corrected for small samples (Hedges & Olkin, 1985). For that purpose, we used primarily the group posttest means, standard deviations (or SEs), and Ns. If these data were not available, we tried to convert from the reported test statistics or other types of reported effect sizes. The computation and conversion of all effect sizes were carried out in code, using formulas laid out in Borenstein et al. (2009). 
To mitigate the effect of undisclosed participant exclusions, we checked whether the sum of group Ns approximately matched the total sample size (N +/-2). We used the respective group Ns if it did. If not, we computed group Ns based on the reported degrees of freedom, assuming a balanced design. If only the total sample size was reported, we also assumed a balanced design. We applied by default a correlation of .50 for within-participants designs. 

Analyses
Analysis Strategy
Prior to the synthesis, we screened for influential outliers using the Baujat plot and influence diagnostics indices. Outliers with an excessive influence on the meta-analytic model (standardized residual > 2.58) were then excluded in a sensitivity analysis. Our analysis strategy closely mirrors the workflow of IJzerman et al. (2022) and Sparacio et al. (2022). By default, we used a multilevel random-effects model using the restricted maximum-likelihood estimation with Satterthwaite’s small-sample adjustment.[footnoteRef:1] We included all the relevant outcomes from each included study. The dependencies among the effects were handled by using robust variance estimation, assuming correlated and hierarchical effects (CHE working model; Pustejovsky & Tipton, 2020). This allowed us to simultaneously account for both types of dependencies among the effects, namely due to nesting of effects within studies and estimation of the effects based on the same participants. Because the data on sampling correlations among the effects tend to be unavailable, we assumed a constant sampling correlation of .5. A robust HTZ-type Wald test was used to test the equality of effect sizes across the levels of the studied moderators. [1:  We switched to ordinary two-level random-effects model if (1) the multilevel model failed to converge in the overall model or in any of the subgroups; or (2) if the variance components of the model were not well identifiable (specifically, if the log-likelihood did not peak at the variance estimates for both variance components).
] 

To estimate the range of effect sizes that can be expected in similar future studies, we calculated the 95% prediction intervals. For each analysis we conducted, when the included effects (k) were less than 10, we did not interpret the estimates[footnoteRef:2]. Similarly as we did for our previous meta-analyses (See Sparacio et al., 2022; IJzerman et al., 2022), we have chosen this threshold arbitrarily, because of the large expected sampling variability of such estimates, leading to imprecise results in smaller sets of effects.  [2:  10 is to be considered for the total effects by type of subgroup analysis, not by category. For instance, if there are 5 studies on physical social support and 15 on verbal social support we will conduct the relative subgroup analyses, as the total number of effects is 20. However, if the total number of effects is below 10, we will not run that subgroup analysis. ] 

To investigate the heterogeneity caused by variations in population characteristics or conceptual aspects of utilized study designs, we pre-registered a set of subgroup analyses for both categories: proportion of females (versus males) in the sample, type of comparison group, and type of population (student non-clinical, non-student non-clinical, clinical). For being in nature, we tested the type of exposure as a possible source of heterogeneity (nature walking, nature viewing, mixed). For emotional social support, we conducted two additional subgroup analyses: The type of social support (0=not specified, 1=physical, 2=verbal, 3=mixed, 4=other) and the source of social support (0=not specified, 1= stranger, 2=known person; see for more details our coding sheet; https://osf.io/4cjux/). Although we believe that this coding is exhaustive, if we realized when we started the data collection that our coding sheet is inadequate, we changed our coding scheme, which we documented in Appendix A: Protocols and deviations sheet.
Finally, we ran two moderation analyses to assess whether studies with high risk of bias and mathematically inconsistent means or standard deviations showed inflated effect sizes. In case of additional subgroup analyses, we disclosed it on our OSF page using the template provided by Moreau and Gamble (2020; Appendix A). 
The R code also allows the reader to easily change numerous arbitrary values (e.g., the assumed constant sampling correlation, the within-subjects correlation, etc.) to explore the impact on the results. All models were fitted using restricted maximum-likelihood estimation using R packages metafor, version 2.5 (Viechtbauer, 2010) and clubSandwich, version 0.4.2. (Pustejovsky, 2020). The data analysis was carried out in R also using the following packages: esc (Lüdecke, 2017), tidyverse (Wickham et al., 2019), lme4 (Bates, Maechler, Bolker, Walker, 2015), dmetar (Harrer et al., 2021), and psych (Revelle, 2018).
Correction for publication bias
If null or negative results are less likely to be written up and consequently published, the literature is a biased sample of the conducted science. This tends to lead to an inflation of the observed mean effect sizes and the Type I error rate (Carter et al., 2019; Hong & Reed, 2020; Ioannidis, 2008). In an effort to adjust the meta-analytic estimates for publication bias, we primarily used the selection modeling approach.
We employed a 3- or 4-parameter selection model (4PSM; McShane, Böckenholt, & Hansen, 2016) and used it as the primary inferential and estimation bias-adjustment method. Selection models are a statistically principled family of models that directly model the publication selection process. The 4PSM implementation has two components: A data model of two parameters that describes how data are generated in absence of publication bias (effect size and heterogeneity parameters) and a selection model mimicking the publication process, represented by a weight parameter– likelihood that a study with non-significant results is published compared to a study with significant findings and a parameter reflecting the likelihood of the result being in the opposite direction (McShane et al., 2016). If a given set of results yielded less than four focal p-values per interval, the model dropped the fourth parameter to provide for a more stable estimation. To deal with dependencies in the data and avoid arbitrariness in the selection of effects within studies, we applied a permutation-based procedure, iteratively selecting only a single focal effect size from each independent study, estimating the model in 5000 iterations, and averaging over the iterations and then by picking a model having withthe a median ES estimate (where both, the interpretation and inference was based on that median model).[footnoteRef:3] [3:  That is, we picked the median estimate from the parameter distribution and, with it, the corresponding model that the estimate was originating from. The goal of this procedure was to preserve the mutual consistency between the estimate, z-value, CIs, and p-value.] 

To further explore the results of publication bias-adjustment, we did the following.  First, we tried to assess the variability in adjusted estimates under different assumptions of the publication selection process using Vevea and Woods’ (2005) step function models with a priori defined selection weights (instead assessing them via estimates of maximum likelihood). These step function models allowed us to explore the results by varying the assumed severity of bias, modeling moderate, severe, and extreme selection. 
Second, we employed a multi-level RVE-based implementation of the PET-PEESE model (see IJzerman et al., 2022; Sparacio et al., 2022), having the same hierarchical structure as the random-effects models. PET-PEESE regresses the effect size on a measure of precision. Because larger studies are less likely to stay unpublished, model slope is assumed to indicate the presence of small-study effects (this includes publication bias). On the other hand, model intercept can then be interpreted as an average ES for a hypothetical, infinitely precise study (Stanley & Doucouliagos, 2014). To use a measure of precision that is uncorrelated with the effect size, we used √(2/N) and a 2/N terms instead of standard error and variance for PET and PEESE, respectively.[footnoteRef:4]  [4:  As the 4PSM tends to have more favorable error rates under many conditions than PET, the reader can also define the 4PSM as a conditional estimator for PET-PEESE instead of the traditional PET in the R code, to explore the effect of such decision on the resulting inference.] 

Third, we used a robust Bayesian model-averaging approach to integrate the selection modeling and regression-based approaches and let the data determine the contribution of each model by its relative predictive accuracy to fit the observed data (Bartoš et al., 2021). This approach effectively dodges the need of choosing among competing approaches – and commits us to only a single set of assumptions about the nature of the true biasing selection process.
Substantive interpretations were guided by the estimates and inferential results of the 4PSM solely. The other exploratory bias-adjustment methods served a descriptive purpose, to provide the reader with a more comprehensive view on bias adjustment under quantitatively and qualitatively different assumptions (Vevea & Woods models and PET-PEESE, respectively) and using a more general model-averaging approach (RoBMA)[footnoteRef:5]. [5:  Apart from reporting the results of these bias adjustments, we examined whether the primary 4/3-PSM estimate fell within the 95% credible interval of the RoBMA estimate (being based on a more general model).] 

The detailed specification of the employed models can be found in code in the supplementary materials. There, we also report the results for the following bias-adjustment methods: P-uniform* (Van Aert & Van Assen, 2021) and the Weighted Average of the Adequately Powered studies (WAAP-WLS; Stanley et al., 2016). A summary of the workflow employed to account for publication bias can be found in Appendix F.
The quality of evidence assessment
As one of the main objectives of every meta-analysis should be to appraise the quality and integrity of the underlying reported evidence, we assessed the risk of bias at the study level, assessed the evidential value by looking for indications of p-hacking, looked for numerical inconsistencies in the reported data, and estimated the average power in the literature to detect various magnitudes of effects.
First, we evaluated the study quality using the Revised Cochrane risk of bias tool for randomized trials (RoB 2; Sterne et al., 2019). This tool assessed the risk of bias in five predetermined domains related to the experimental design and methodology of the study in question (e.g., randomization process, measurement of the outcome). Based on the judgment for each individual domain, an overall algorithmic-based judgment on the risk of bias was drawn up (i.e., “high risk-of-bias”, “some concern”, or “low risk-of-bias”). The rater had the right to override the suggested risk of bias judgments when justified only by downgrading the judgment.
Second, we assessed the evidential value in a set of significant findings, using the p-curve method (Simonsohn, Nelson, & Simmons, 2014). A right-skewed distribution of significant p-values indicates evidential value, i.e., that selective reporting is not the sole explanation of the observed findings. Conversely, a left-skewed p-curve points to a substantial prevalence of selective reporting or other forms of questionable research practices. To handle the dependencies among the p-values derived from the same sample, a permutation-based procedure was employed. We recomputed all focal p-values from the reported descriptive or test statistics, randomly extracted only a single effect size for each set of interdependent effects, estimated the p-curve in 200 iterations, and averaged over the set by interpreting the model having the median z-score for the right-skew of full p-distribution.
Third, we checked for numerical inconsistencies in the reported means and SDs using the GRIM (Brown & Heathers, 2016) and GRIMMER (Anaya, 2016) tests, respectively, and p-values. In case of discrete variables (e.g., Likert scales), decimals in means and SDs follow a granular pattern for each combination of N and the number of items, which makes it possible to identify instances where a given mean or SD is mathematically impossible given the reported N (Anaya, 2016; Brown & Heathers, 2016). We also screened the entire included papers for inconsistencies in the reported p-values using the statcheck package (Epskamp & Nuijten, 2018). The method works as follows: (1) article pdf files are converted to plain text, (2) they are scanned for statistical results reported in APA style, (3) test statistics and degrees of freedom are extracted to recompute the p-value, (4) which then gets compared to the reported p-value. We examined in which proportion of primary studies were the p-values inconsistent with the reported test statistics and how many of those inconsistencies led to an inferential decision error.
Fourth, we computed mean statistical power in the literature to detect various hypothetical effect sizes (.20, .50, and .70). In the supplementary materials, we also report median power to detect the bias-corrected estimates based on the 4PSM and PET-PEESE models.
Data availability
Underlying data
Data from this article will be shared via the OSF page. 
Extended data
To ensure methodological rigor and transparency, we have made our data and the script available on the Open Science Framework (https://osf.io/6wpav/)
Data are available under the terms of the Creative Commons Attribution 4.0 International license (CC-BY 4.0). At least some of the data/evidence that will be used to answer the research question already exists AND is accessible in principle to the authors (e.g., residing in a public dataset or with a colleague). The authors used the data to create a coding scheme BUT the authors certify that they have not yet accessed any part of summary statistics. 
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Appendix A: Protocols and deviations

Any changes with respect to the choices established in this pre-registration will be fully disclosed on our OSF page, and will be incorporated into this form: https://osf.io/6wpav/.








































Appendix B: Call for unpublished data

Subject: Call for unpublished data for a meta-analysis: “Stress regulation via being in nature and emotional social support for adults: A pre-registered meta-analysis”


Dear Prof/Dr/Ms/Mr XXXX,

I am Alessandro Sparacio, PhD student in social psychology, at the University of Grenoble-Alpes and I’m conducting a meta-analysis on stress regulation, along with my co-authors Hans IJzerman, Ivan Ropovik, Gabriela Jiga-Boy & Patrick Forscher.

The pre-registered protocol for this meta-analysis is publicly available on the Open Science Framework (OSF) at [https://osf.io/6wpav/] 

Our meta-analysis aims to address whether being in nature and emotional social support have any demonstrated efficacy in reducing stress levels.
As you have published studies relevant to this topic, we are getting in touch to see if you have any unpublished/file-drawer data, or papers in-press, which we may have missed through database searching, and which you would like to have included in the meta-analysis.

Feel free to email either the raw data (from which we will calculate summary scores) or the summary scores themselves. While any raw data emailed to us will of course remain confidential, please know that summary scores included in the meta-analysis will be made publicly available in a dataset on the OSF.

We are hoping to include as many relevant studies as possible, so any additional data is greatly appreciated. 

Sincerely (also on behalf of my co-authors),

Alessandro Sparacio











This template was provided by Moreau and Gamble (2020)
Appendix C: Requesting for specific data

Subject: Requesting data for a meta-analysis, from your paper: ‘XXXX’

Dear Prof/Dr/Ms/Mr XXXX,

I am Alessandro Sparacio, PhD student in social psychology, at the University of Grenoble-Alpes and I’m conducting a meta-analysis on stress regulation, along with my co-authors Hans IJzerman, Ivan Ropovik, Gabriela Jiga-Boy & Patrick Forscher.

The pre-registered protocol for this meta-analysis is publicly available on the Open Science Framework (OSF) at [https://osf.io/6wpav/].

We think your study ‘XXXX’ meets inclusion criteria for our meta-analysis. However, the effect size we’re interested in (i.e., the correlation/difference between XXX and XXX) does not seem to be reported in the published paper.

We would be grateful if you could send either the summary scores or the raw data themselves (from which we can calculate the effect size). While any raw data emailed to us will of course remain confidential, please know that summary scores included in the meta-analysis will be made publicly available in a dataset on the OSF.

The latest we will be able to accept your data for inclusion is XXth of XXX, XXXX.

We are hoping to include as many relevant studies as possible, so any additional data is greatly appreciated. 

Sincerely (also on behalf of my co-authors),

Alessandro Sparacio













This template was provided by Moreau and Gamble (2020)

Appendix D: Search criteria
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This template was provided by Moreau and Gamble (2020)
Appendix E: Search strategy
BEING IN NATURE

PUBMED

(“natural space” OR “natural environment*” OR “natural landscape” OR “urban nature” OR “nearby nature” OR “nature view*” OR “outdoor nature” OR "natural space” OR “green area” OR “green environment” OR “nature contact” OR “contact with natur*” OR park OR “urban forest” OR “forest walking” OR “forest” OR “forest environment*” OR "shinrin" OR “forest bathing”) AND (walk* OR sitt* OR watch* OR view* OR stay* OR contact*) AND stress AND (“negative affect” OR “positive affect” OR emotion* OR cogniti* OR ruminati* OR physiological* OR biomarker* OR depression OR anxiety)

Search date: XX
Results: XX
Notes:

PROQUEST (APA PsycArticles, APA Psycinfo, ProQuest Dissertations & Theses Global‎)

(“natural space” OR “natural environment*” OR “natural landscape” OR “urban nature” OR “nearby nature” OR “nature view*” OR “outdoor nature” OR "natural space” OR
“nature contact” OR “contact with natur*” OR park OR “urban forest” OR “forest walking” OR “forest environment*” OR "shinrin"
OR “forest bathing”) AND (walk* OR sitt* OR watch* OR view* OR stay*) AND stress AND (“negative affect” OR “positive affect” OR emotion* OR cogniti* OR ruminati* OR physiological* OR biomarker* OR depression OR anxiety)


Search date: XX
Results: XX
Notes:


SCOPUS

TITLE-ABS ((“greenspace*” OR “green space” OR “green landscape*” OR “natural space” OR “natural environment*” OR “natural landscape” OR “urban nature” OR “nearby nature” OR “nature view*” OR “nature viewing” OR “viewing nature” OR “outdoor nature” OR "natural space” OR “nature contact” OR “contact with natur*” OR park OR “urban forest” OR “forest walking” OR “forest environment*” OR “nature therapy” OR “nature experience” OR “forest therapy” OR "shinrin" OR “forest bathing”) AND (walk* OR sitt* OR watch* OR view* OR stay*) AND stress AND (“negative affect” OR “positive affect” OR emotion* OR cogniti* OR ruminati* OR physiological* OR biomarker* OR depression OR anxiety)
	
Search date: XX
Results: XX
Notes:


EMOTIONAL SOCIAL SUPPORT 

PUBMED

[bookmark: _aog3r7tk742a]( "emotional support"  OR  "emotional social support")  AND  ( encourage*  OR  help  OR  assist* OR love OR trust* OR contact or touch)  AND  stress  AND  ( "negative affect"  OR  "positive affect"  OR  emotion*  OR  cogniti*  OR  ruminati*  OR  physiological*  OR  biomarker* OR depression OR anxiety) 


Search date: XX
Results: XX
Notes:



PROQUEST (APA PsycArticles, APA Psycinfo, ProQuest Dissertations & Theses Global‎)

[bookmark: _bcfasr8ul5ws]( "emotional support"  OR  "emotional social support")  AND  ( encourage*  OR  help  OR  assist* OR love OR trust* OR contact or touch)  AND  stress  AND  ( "negative affect"  OR  "positive affect"  OR  emotion*  OR  cogniti*  OR  ruminati*  OR  physiological*  OR  biomarker* OR depression OR anxiety ) 


Search date: XX
Results: XX
Notes:



SCOPUS

[bookmark: _7z6qh5ocb5kd]TITLE-ABS ( ( "emotional support"  OR  "emotional social support" )  AND  ( encourage*  OR  help  OR  assist*  OR  love  OR  trust*  OR  contact  OR  touch )  AND  stress  AND  ( "negative affect"  OR  "positive affect"  OR  emotion*  OR  cogniti*  OR  ruminati*  OR  physiological*  OR  biomarker* OR depression OR anxiety ) )


Search date: XX
Results: XX
Notes:





























Appendix F: Correction for publication bias

1. Primary confirmatory analysis: 4-parameter selection model (Carter et al., 2019; McShane, Böckenholt, & Hansen, 2016). 
If there were less than four focal p-values per interval, the procedure fell back to the 3-parameter selection model. The selection models were implemented using a permutation-based procedure, iteratively selecting only a single focal effect size from each independent study, estimating the model in 5000 iterations, and averaging over the iterations by picking the model with the median ES estimate.
2. Exploratory analyses
2.1. Vevea and Woods (2005) step function models with a priori defined selection weights, varying the assumed severity of bias, modeling moderate, severe, and extreme selection.
2.2. Multi-level RVE-based implementation of the PET-PEESE model (Stanley & Doucouliagos, 2014), employing √(2/N) and a 2/N terms instead of standard error and variance for PET and PEESE, respectively, as a measure of precision (see Pustejovsky, 2017). Additionally, the R code also allows the interested reader to use the 4PSM as a conditional estimator for PET-PEESE instead of traditional PET and explore the effect of such decision on the resulting inference (for more details, see IJzerman et al., 2022).
2.3. Robust Bayesian model-averaging approach integrating the selection modeling and regression-based approaches (Bartoš et al., 2021), letting the data determine the contribution of each model by its relative predictive accuracy to fit the observed data.


Inferential criteria: If the results of the 4-parameter selection model disagreed with the more general Bayesian model-averaging approach, we chose to remain in doubt with respect to the evidence for the given effect.
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