They look virtually the same: extraretinal representation of symmetry in virtual reality 
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Abstract
The brain must identify objects from different viewpoints that change the retinal image. This study will determine the conditions under which the brain spends computational resources to construct view-invariant, extraretinal representations in a 3D virtual environment. We will focus on extraretinal representation of visual symmetry. Visual symmetry activates the extrastriate visual cortex and generates an Event Related Potential (ERP) called Sustained Posterior Negativity (SPN). Amplitude is lower for symmetrical compared to asymmetrical stimuli at posterior electrodes.  Given a symmetric pattern on a plane, regularity in the retinal image is degraded by perspective. Previous studies have found that the SPN is selectively reduced for perspective symmetry. However, this perspective cost might be reduced when sufficient visual cues are available to support view invariance. Our previous work was concerned with adding more cues on a 2D screen. The current study explored the use of a 3D virtual environment. We adopted a sequential approach to data collection, with a minimum sample of 48.  This was sufficient to confirm our hypothesis. Participants completed 2 tasks in a counterbalanced order. In one task they discriminated stimulus regularity (symmetry or asymmetry). In the other they discriminate stimulus luminance (light or dark). We computed perspective cost as the difference between frontoparallel SPN and perspective SPN. We found no SPN perspective cost in the Regularity task. Perspective cost was significantly < 0.35 microvolts – our a priori definition of a small SPN modulation. The results from the Luminance task were less clear. SPN perspective cost was not significantly more than 0 microvolts, but not significantly less than 0.35 microvolts.  We conclude that the extrastriate cortex can construct extraretinal representations of symmetry when sufficient visual depth cues are available. This certainly happens during regularity discrimination and may happen automatically during luminance discrimination. The pre-registration for this project is available on OSF (https://osf.io/7pnxu).
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Introduction
Our visual system is highly tuned to process symmetry efficiently (Barlow & Reeves, 1979; Tyler, 1995; Wagemans, 1995, Wagemans et al., 1993). This could be because symmetry plays a special role in shape and object perception (Li et al., 2009; Pizlo & Stevenson, 1999), aids figure-ground segregation in a visual scene (Machilsen et al., 2009) or serves as a cue for reproductive fitness (Møller and Thornhill, 1997). Reflectional symmetry about a vertical axis is most easily detected (Makin et al., 2012; Palmer & Hemenway, 1978; Wenderoth, 1994), despite rotational and translational symmetry being equally regular in terms of isometric transformations. 
Symmetrical objects only project a symmetrical image onto the retina when they are presented in the frontoparallel plane (Sambul et al., 2013; Sawada & Pizlo, 2008, Farshchi et al., 2021, Sawada & Farshchi, 2022). During naturalistic viewing, symmetrical objects are often seen from angles that distort retinal symmetry. We can often recognize that these objects are symmetrical, despite the perspective distortion.   Likewise, planar symmetry, as in a symmetrical pattern printed on a flat surface, can be view from various angles. Again, we can recognize these patterns as symmetrical, despite perspective distortion. Symmetrical things would rarely activate a visual system that was only sensitive to retinal symmetry. 
Behavioural studies on planar symmetry detection usually reveal a perspective cost. Symmetry / asymmetry discrimination is quickest when planar symmetry is in the frontoparallel plane, and slower when viewed in perspective (Jenkins, 1983, Szlyk et al., 1995, Locher and Smets, 1992, van der Vloed et al., 2005, Bertamini et al., 2022). The magnitude of perspective cost varies depending on the number of cues available to support 3D interpretation (Szlyk et al., 1995). 
Previous research has explored the response of the extrastriate visual cortex to frontoparallel symmetry (Bertamini et al., 2018; Sasaki et al., 2005). Makin et al. (2015) investigated whether this response extends to perspective symmetry. They measured an ERP response to symmetry called the ‘Sustained Posterior Negativity’ (SPN). Both symmetrical and asymmetrical stimuli generate ERPs at posterior electrodes. However, amplitude of the symmetry wave is lower from around 200 ms until the end of the epoch (Jacobsen & Höfel, 2003, for review see Makin et al., 2023). Makin et al. (2015) found that SPN amplitude was similar for frontoparallel and perspective symmetry, but only during active regularity discrimination (Figure 1B) and not during colour discrimination (Figure 1C). In other words, there was no SPN perspective cost during regularity discrimination (Figure 1B), but there was SPN perspective cost during colour discrimination (Figure 1C). This suggests that symmetry perception can be either view-invariant or view-selective depending on whether the observer is actively discriminating regularity or not. More recently, comparable results were found by Keefe et al. (2018), Rampone et al. (2019) and Karakashevska et al. (2021). 
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Figure 1. Stimuli and results of Makin et al. (2015). (A) examples of stimuli from a frontoparallel and perspective view. Participants either discriminated regularity (symmetry or asymmetry) or colour (light or dark red). (B) Grand-average SPN waves in the frontoparallel and perspective conditions of the regularity discrimination task. The SPN was similar in both conditions.  (C) Grand-average SPN waves in the frontoparallel and perspective conditions of the colour discrimination task. The SPN was reduced in the perspective condition. Note that a large SPN is one that falls a long way below zero. The SPN is ‘reduced’ or ‘weaker’ if it does not fall so far below zero. A relatively large SPN would be -3 microvolts, while a relatively small SPN would be -0.5 microvolts. 

More recent research with better controlled stimuli expanded on the findings of Makin et al. (2015) in two ways. First, Karakashevska and Makin (2024) found an SPN perspective cost even participants are attending to regularity (Figure 2A). Second, Karakashevska et al. (2025), found that SPN perspective cost during luminance discrimination was not reduced by visual manipulations that might be expected to reduce it: Specifically, SPN perspective cost was the same during baseline, monocular, frame and moving frame blocks (Figure 2C). In the current study, we will extend Karakashevska et al. (2025), by using virtual reality (VR). VR provides a compelling sense of 3D depth, and could remove SPN perspective cost completely, both during regularity and luminance tasks. 
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Figure 2. Stimuli and results from Karakashevska and Makin (2024) and Karakashevska et al. (2025). (A) examples of stimuli from a frontoparallel and perspective view. (B) Grand-average SPN waves in the frontoparallel and perspective conditions of the regularity discrimination task using the same stimuli. There was a significant perspective cost present. (C). Grand-average SPN waves in the frontoparallel and perspective conditions in a luminance discrimination task, under four different cue blocks. The SPN was reduced in the perspective condition, in all four blocks. 

Current study
We measured SPNs for frontoparallel and perspective symmetry, as in Karakashevska and Makin (2024) and Karakashevska et al. (2025). Participants completed regularity and luminance discrimination tasks in separate blocks. In the Regularity task, they discriminated symmetry from asymmetry on every trial. In the Luminance task they discriminated dark from light stimuli on every trial. The stimuli were presented in a virtual reality (VR) environment. We predict that this will remove perspective cost in both tasks (Figure 3). 
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Figure 3. Predicted results in each task. The SPN is the difference between symmetrical and asymmetrical conditions (negative bars represent a large SPN). The SPN may be almost the same in frontoparallel (black) and perspective (grey) conditions. This difference is called perspective cost (red). We predict that perspective cost may approach zero in both tasks. We also predict that the SPNs will be larger during the Regularity task than the Luminance task, although this is not central to current research. 

Figure 4 shows the VR environment.  Conducting this experiment in VR offers several significant advantages over our traditional methods. One of the primary benefits is the level of immersion and realism. VR creates a sense of presence, or the feeling of "being there", (Menshikova et al., 2013, Cidota et al., 2016, Abd-Alhamid et al., 2019). The increased ecological validity means that our findings from the VR experiment are more likely to generalize to real-world settings.
Spatial perception is also enhanced in VR due to better depth cues, particularly stereoscopic vision. VR allows adoption of the camera view traditionally used to compute stimuli for a computer screen, allowing participants to experience the world from a first-person viewpoint, which improves spatial awareness (Gerschütz et al., 2019, Reichelt et al., 2010). This is particularly useful for understanding how people perceive objects in their environment and thus useful for studying view-invariant response to extra-retinal symmetry. In VR, disparity cues support the 3D interpretation as it gives the impression that one side of the stimulus is further away, and one side is nearer. This makes it more likely that our stimuli will be perceived as a square shape with vertical and horizontal lines of dots, rather than dots in a diamond shaped frame, and thus making it more likely to achieve view invariance. 
The immersive and interactive nature of VR also tends to be more enjoyable for participants, which can lead to higher levels of task engagement (Read et al., 2021). The engaging nature of VR can reduce fatigue and boredom often associated with repetitive and lengthy tasks on a computer screen.
In summary, VR offers a powerful tool for perception research, providing enhanced realism, control, and data collection capabilities that surpass traditional computer-based methods. Considering all this, we believe we may reduce or even abolishing SPN perspective cost in VR, both during Regularity and Luminance tasks. 
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Figure 4. Example stimuli for frontoparallel and perspective conditions. The left panels show frontoparallel condition, the right panels show the perspective condition. The top row shows a diagram of the camera position from a top-down view. The stimulus board appears blue on the left-hand wall. The 0,0,0 on all 3 axes position (origin of the world) is marked with an orange circle. The bottom row shows screenshots from the Unity environment. This is similar to what the participants saw in the experiment. 

The predicted results in Figure 3 can be broken into three specific hypotheses:

Hypothesis 1
There will be an SPN in the frontoparallel conditions of both tasks (black bars < 0 in Figure 3). Specifically, amplitude will be lower at symmetrical than asymmetrical conditions between 300 and 600 ms post stimulus onset at posterior electrodes. Establishing the presence of an SPN in the frontoparallel conditions is essential when step when measuring perspective cost. 

Hypothesis 2
SPN perspective cost will approximate zero in both tasks (red bars in Figure 3). This is the critical test of our research question. 

Hypothesis 3
SPN amplitude will be larger (i.e. more negative) in the Regularity task than the Luminance task. This is of secondary interest, but plausible given previous work. 

Method
Participant recruitment was done using convenience sampling and with reimbursement. The study had approval by the institutional ethics committee (Ref 13550) and was conducted in accordance with the Declaration of Helsinki (revised 2008).  Participants received all the study information and provided informed consent prior to taking part in the study. Data collection and analysis was not performed blind to the conditions of the experiments.

Participants
We used a sequential approach to recruitment, with a minimum participant sample of 48 and a maximum of 120. After analysing the data at 48 participants, we had met our conditions for terminating recruitment. Due to pre-processing and behavioural inclusion criteria, an additional 5 participants were recruited to replace participants. The final participant sample in the results is therefore 48 (9 male, 3 left-handed) between the ages of 18 and 55 (M = 20.48, SD =  6.26). All participants had normal or corrected-to-normal vision and no history of neurological conditions, based on self-reported information. To prevent interference with eye tracking, participants who use corrective lenses were asked to wear contact lenses during the experiment. Upon arrival at the lab, participants’ interpupillary distance (IPD) was measured using a ruler. IPD ranged between 56 and 68 mm (M = 59.93, SD =  2.47)




Power analysis
Power analysis for Hypothesis 1
To confirm Hypothesis 1, we need to find a significant SPN the frontoparallel conditions of both tasks. The frontoparallel SPN is likely to be smaller in the Luminance task. Karakashevska et al. (2025) found that SPN amplitude in the Luminance tasks with a static frame was -0.93 microvolts, with a Cohen’s dz of -0.95. If this is the true effect size, our minimum sample already exceeds 99% power (N = 48, alpha = 0.02, one-sided one-sample t test). Conservatively assuming that true effect size is merely medium sized (Cohen’s dz = -0.5), power exceeds 0.9 with our minimum sample of 48. 

Minimum effect, sequential analysis and power analysis for Hypothesis 2
Our theoretically interesting Hypothesis 2 predicts zero perspective cost. This requires finding evidence of absence, not just absence of evidence. A non-significant one sample t test on implies absence of evidence and is thus inconclusive. We therefore took an alternative approach and demonstrate that SPN perspective cost is significantly less than our a priori definition of a small but meaningful effect. As explained in Karakashevska et al. (2025), a good definition of a small but meaningful SPN perspective cost is 0.35 microvolts. 
We used two separate one-sided, one-sample t tests to analyse perspective cost. The first t test examines whether perspective cost significantly less than 0.35 microvolts. If this is significant, we will conclude that there is NO perspective cost. The second t test examines whether perspective cost is significantly more than 0 microvolts. If this is significant, we will conclude that there IS a perspective cost. 
It is logically possible for perspective cost to be both significantly more than 0 microvolts and significantly less than 0.35 microvolts. This outcome would be hard to interpret, but it is very unlikely to happen: if perspective cost is significantly less than 0.35, it will almost certainly be statistically indistinguishable from 0.  It is also possible, but unlikely, that we will see a significant SPN perspective advantage. We can set aside these two unlikely outcomes when planning the research. 
We employed a sequential analysis approach and apply the one-sided one-sample t tests when sample size reaches certain pre-defined cut points (N = 48, N=96 and N=120). The first analysis will be conducted at N=48. If neither one-sided one-sample t test is significant, we will collect more participants and re-analyse. We are constrained to use sample sizes which are multiples of 24, because this covers all possible condition orders. 
It is possible that the perspective cost is eliminated in one task but not the other (contrary to our predictions, Figure 3). The sequential analysis will thus be guided by emerging patterns in the Regularity task only. The decision to yoke the sequential analysis to emerging results in the Regularity task, while ignore emerging results in the Luminance task, has logistical advantages. One disadvantage is that we risk terminating the experiment while results of the Luminance task remain statistically ambiguous. Another alternative would be to yoke the sequential analysis to mean perspective cost across both tasks. However, this is less sensible if trends unexpectedly diverge (again contrary to predictions, Figure 3). Yoking sequential analysis to the Regularity task only is thus a reasonable compromise.
Power analysis builds on known SPN effect sizes from database called the ‘Complete Liverpool SPN catalogue’ (https://osf.io/2sncj/). We can estimate that a within subject 0.35 microvolt SPN modulation would likely have a Cohen’s dz of 0.344 (Makin et al., 2022). If the true mean perspective cost is 0 microvolts, we can estimate it will be around 0.344 SDs away from the 0.35 microvolt threshold. Conversely, if true mean perspective cost is 0.35 microvolts, then we can estimate that it will be around 0.344 SDs away from 0 microvolt threshold. The 0 and 0.35 microvolt thresholds were used and found to be appropriate in Karakashevska et al. (2025).
Our sampling plan aims for 90% power an alpha level of 0.02 when testing Hypothesis 2. Our maximum sample 120 provides approximately 95% power for finding an effect of 0.344 standard deviations with a one-sided one-sample t test. Therefore, if Hypothesis 2 is correct, and true perspective cost is 0 microvolts, N=120 exceeds 95% power for finding that perspective cost is significantly less than 0.35. 
However, the sequential analysis allows three looks at the data (at N=48, N= 96 and N=120). To avoid increasing type 1 error through multiple comparisons, we will use the Pocock-like correction factor to adjust alpha at each look. The Pocock correction, like the Bonferroni correction (which divides alpha by the number of looks), offers increased efficiency by placing greater emphasis on earlier looks in the analysis. The adjusted alpha levels and statistical power are shown in Figure 5. There is approximately 50% chance of finding a significant effect and terminating the experiment at N=48, an 80% chance of doing so at N=96, and a 90% chance at N=120. The sequential sampling and analysis thus achieve the desired 90% power with cumulative alpha of 0.02. 

[image: ]
Figure 5.  Change in power across the looks of the sequential analysis. We will test Hypothesis 2 with a minimum effect testing approach. If perspective cost is significantly more than 0 microvolts, or significantly less than 0.35 microvolts at the pre-defined sampling points shown on the X axis we will terminate the experiment. If these results are non-significant at N=48, we will increase to N= 96, and then again to N=120. The final alpha level (0.02) accumulates across the three looks (orange). Alpha at each look is adjusted using the Pocock-like correction factor (red). Power increases at each look to reach the desired 0.9 threshold at N=120 (blue). 

Power analysis for Hypothesis 3
To confirm Hypothesis 3, we need to find a significant main effect of Task in a Task X Angle repeated measures ANOVA. An a priori estimate of effect size comes from a recent unpublished SPN study. Much like the planned experiment, this unpublished study also had Regularity and Luminance tasks in separate blocks of a within subject’s design. Furthermore, it used very similar frontoparallel symmetrical and asymmetrical dot stimuli.  The effect size p2 associated with the main effect of Task was 0.3. If this is the true effect size, our minimum sample provides 98% power (N = 48, alpha = 0.02). We will not add more participants if this effect is not significant. This ANOVA may also reveal an unexpected main effect of Angle and/or an unexpected Task by Angle interaction. We have not powered the experiment to find these unexpected effects, so we might miss them if they are small.

Apparatus
The stimuli were presented in the game engine Unity (version 2023.2.15f1), using the HTC Vive Pro Eye VR headset. The HTC Vive Pro features a combined display resolution of 2880 x 1600 pixels, with each eye receiving 1440 x 1600 pixels. It utilizes dual OLED displays, offering a refresh rate of 90 Hz and a field of view (FOV) of approximately 110 degrees. A chin rest will be used for gaze stabilization. EEG data was recorded continuously at 512 Hz from 64 scalp electrodes arranged according the extended international 10-20 system (BioSemi Active-2 system, Amsterdam, Netherlands). 

Stimuli specifications
The dot-stimuli presented on virtual surfaces in the virtual environment are based on the same algorithm as used in Karakashevska and Makin (2024) and Karakashevska et al. (2025).  The results from these projects indicate that these stimuli generate large SPNs in frontoparallel conditions and smaller SPNs in perspective conditions on a flat 2D screen (Figure 2).
The stimuli have already been generated and saved as .png files and imported into Unity as such. Stimuli were produced using open source PsychoPy software (Peirce, 2007). PsychoPy codes for generating the stimuli and running the experiments are available on OSF for peer review (https://osf.io/t2zwa).
The stimuli were like those used in Makin et al. (2024) and Karakashevska et al. (2024). All patterns are arrangements of 40 Gaussian filtered dot elements in a square region. This has an implicit grid of 12 X 12 cells. During stimulus generation, the central 10 X 10 grid was populated with small dots (approximate 0.25 dva diameter). Each 5X5 cell quadrant had 10 dots (occupying 40% of the available 25 cells). In the first quadrant the occupied cells were chosen randomly. Within each occupied cell, dot location was jittered randomly on the X and Y dimensions, so they were rarely located at cell centre. This stopped the appearance of multi-element straight lines spanning several cells. Without jittering, asymmetrical patterns of have perfectly straight rows and columns of aligned elements.  For symmetrical patterns, the first quadrant was reflected twice, giving horizontal and vertical reflection. For asymmetrical patterns, all four quadrants were generated independently. Symmetrical and asymmetrical stimuli were indistinguishable based on information in a single quadrant. 
The luminance of the light and dark elements was chosen to ensure the luminance task will be easy to perform (approximately 0.459 vs 8.680 cd/m2).  In a pilot experiment with these stimuli, luminance discrimination performance was above 90% correct, so the luminance discrimination task should be equivalent. 

Virtual reality specifications
The virtual environment presentation and the shuffling of the images was done using the game engine Unity (version 2020.3.22f1). Codes necessary to run the experiment including the virtual reality specifications can be found on github (https://github.com/elkarak/VR_EEG-experiment).
The patterns used were approximately 8 of visual angle. When choosing the size of the stimuli, we considered three factors related to degrees of visual angle (DVA) in VR when scaling the stimuli: IPD, field of view (FOV) of the headset and resolution and pixel density. In Unity, perspective cameras use the FOV in degrees to define the portion of the scene visible to the camera. In contrast, orthographic cameras rely on the orthographic size of the objects, which represents half the vertical viewing volume in world space units. When these cameras are used in VR, the FOV is determined by the headset's lenses and the distance between the eyes and the lenses. We will use a VR SDK (Steam VR) to fetch the FOV settings from the headset's configuration. The FOV will be set to the maximum supported by the headset, which for the HTC Vive is approximately 110 degrees. As IPD is critical for realistic depth perception in VR, we will physically adjust this on the headset, for every participant. The physical adjustment range for the HTC Vive allows for an IPD between 60 mm and 74 mm, which covers most people's IPD values. Finally, the HTC Vive Pro features a combined resolution of 2880 x 1600 pixels, with each eye receiving 1440 x 1600 pixels. This results in a pixel density of approximately 15 pixels per degree (PPD), at FOV of approximately 110 degrees. This pixel density is sufficient for visual clarity and reduces the screen-door effect, providing a sharper and more immersive VR experience.
In Unity, position and rotation of cameras and objects is done in relation to the world origin (0 on x, y and z, marked with 0 on panel a). Figure 6 shows camera locations in frontoparallel and perspective viewing conditions respectively. The distance of each camera from the stimuli is equal, at approximately 3.64 meters away from the stimulus board. The frontoparallel camera is at a height of 1.15 meters and looks directly at the mid-point of the stimulus (fixation cross, panel b, top). The perspective camera is positioned at a 60 angle, normal to the plane of the stimulus. This camera is positioned at a height of 0.23 meters and has a  15 tilt upwards (panel b) to reduce perfect symmetry near the axis (the importance of this is explained in Karakashevska et al., 2025). This gives the impression to the participant that what they’re viewing the stimulus from below. This was consistent and present on all the trials in the perspective block. The view angles chosen are based on the experiments in Sawada and Pizlo (2008) and previous experiments conducted in the lab. The re-centre option on SteamVR was used before the beginning of each block, so the participants experienced the same view, irrespective of their height. 
	To replicate the position of the cameras in Unity, the cameras need to be positioned (exact positioning values with respect to the worlds’ origin are illustrated on Figure 6) and rotated with respect to the origin of the world, on x, y and x. Camera 1 was rotated - 91 on the Y, to put the stimulus in view (camera is pointed towards the opposite wall otherwise) and to achieve an orthogonal view with the centre of stimulus. Camera 2 was rotated – 150 on Y to put the stimulus in view align the mid-point of the stimulus to be the at the centre of the camera view. To introduce tilt in the perspective condition, Camera 2 were rotated - 15 on the X axis.
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Figure 6. Approximate schematic of the cameras’ viewing geometry, top-down view (a) and side view (b). Red circles mark the two positions of the camera. The blue triangles signal the orientation of the camera. The distances between each position of the camera and the stimulus are equal. 

Procedure
The experiment has a 2 Task (Regularity, Luminance) X 2 Angle (frontoparallel, perspective) X 2 Regularity (symmetry, asymmetry) X 2 Luminance (dark, light) design. Task and Angle will be blocked. This is necessitated by VR as a rapid change in view angle when the participant is seated can cause motion sickness. However, symmetrical and asymmetrical trials, and light and dark trials will be interleaved. There are thus 4 blocks [Regularity task frontoparallel, Regularity task perspective, Luminance task frontoparallel, Luminance task perspective], and 24 possible block orders. Because we finished data collection at N=48, 2 participants received each block order.
	The experiment had 512 trials in total. There were 256 trials in each task and 128 in each of the 4 blocks. Each critical condition (e.g., regularity task-frontoparallel- symmetry-light) thus had 32 trials. Trials in each block were presented in a different randomized order for each participant. There were 8 breaks in each block where the experiment paused, and the experimenter could check the electrodes. Before the start of the experiment, and after every break, the SteamVR control was used to reset the position of the camera, to ensure there is no angle change if participants have moved their head. 
Before the beginning each experimental block, participants completed a 16-trial practice block with equivalent stimuli, which was not included in the analysis. The practice was used to acquaint participants with the key response mapping and luminance and regularity difference. 
After the completion of the experimental tasks, participants performed an additional 32-trial block with the VR headset on, and an additional 32-trial block with the same stimuli shown on a monitor. The purpose of this was to check the EEG data quality in VR compared to monitor and was not included in the hypothesis testing. 
Trial structure is shown in Figure 7. The pre stimulus interval was 1500 ms, followed by a 500 ms stimulus presentation. The participants then entered their response in an unspeeded fashion after stimulus offset using the A and L keys of a standard keyboard. All trials gave feedback informing the participants when they entered the wrong answer (e.g., ‘symmetry’ on an asymmetry trial, or ‘dark’ on a light trial). The environment was on throughout the duration of the block.
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Figure 7. Graphical representation of the procedure through the duration of the experiment (a), Photograph of the HTC VIVE pro set up with the BioSemi EEG system (b) and trial structure example in the symmetry perspective condition from the Regularity task (c). In both tasks, each trial began with a 1500 ms blank stimulus environment corresponding to the angle of the condition. This was followed by a 500ms stimulus presentation and a response screen. The environment stayed on throughout the duration of the block.

EEG data pre-processing 
EEG processing followed the same procedure as used in Karakashevska et al. (2025). EEG data was processed offline using eeglab 2023.0 functions in MATLAB 2023b. The planned analysis pipeline is available on OSF for peer review (https://osf.io/mfdpc). EEG data was referenced to scalp average, low pass filtered at 25 Hz (using the FIR filter pop_eegfiltnew function) and down sampled to 256 Hz and segmented into -500 to 700 ms epochs with a -200 to 0 ms pre-stimulus baseline. Eye blinks and other large artefacts were removed using Independent Components Analysis (ICA). ICA cleaning was automated based on the Adjust function in EEG lab (Mognon et al., 2011). Problematic channels were identified with a semi-automatic procedure, and zeroed before ICA components are computed. Anomalous channels were identified visually through variance distributions in a MATLAB GUI. In our experience, analysist discretion is better than an algorithmic approach here. Anomalous channels were replaced with spherical interpolation. Following this, the average reference was recomputed. In the next step, trials where amplitude exceeds +/- 100 microvolts at any scalp electrode were removed. 4 Participants had fewer than 50% of trials remaining on a given and were replaced.	
	The number of ICA components removed in each block were as follows: Regularity task frontoparallel (M = 6.37, min = 0, max 16); Regularity task perspective (M = 6.25, min = 1, max 26); Luminance task frontoparallel (M = 6.12, min = 1, max 19); Luminance task perspective (M = 7.52, min = 0, max 45).
	The number of interpolated channels were as follows: Regularity task frontoparallel (13 participants had at least one channel interpolated, max = 2); Regularity task perspective (12 had at least one, max = 2); Luminance task frontoparallel (8 had at least one, max = 2); Luminance task perspective (11 had at least one, max = 1). 
	Trial inclusion rates in percentages were as follows: Regularity task frontoparallel (M = 96.76%, min = 54.69%, max = 100%); Regularity task perspective (M = 98.04%, min = 67.97%, max = 100%); Luminance task frontoparallel (M = 96.89%, min = 71.09%, max = 100%); Luminance task perspective (M = 97.00%, min = 60.15%, max = 100%). Four participants that did not meet the a priori 50% minimum trial inclusion criteria and were replaced. 
The spatiotemporal cluster for SPN analysis was the same as used in Karakashevska et al. (2025). The time window used was 300-600 ms post stimulus onset. The posterior electrode cluster used was [P3 P5 P7 P9 PO7 PO3 O1 (left); and P4 P6 P8 P10 PO8 PO4 O2 (right)]. Amplitudes were averaged across time points, and then across electrodes, using the stats extractor 2020.m script (https://osf.io/vu2m7). This spatiotemporal cluster best captured the SPN in a previous study using similar perspective dot stimuli (Karakashevska et al., 2025). In each task, we obtained a frontoparallel SPN (symmetry frontoparallel – asymmetry frontoparallel) and a perspective SPN (symmetry perspective – asymmetry perspective). Perspective cost was defined as the difference between frontoparallel and perspective SPNs.  

Signal quality check
The power analyses presented were informed by previous SPN research. While there is a possibility that integrating Virtual Reality (VR) could reduce signal quality below typical standards, necessitating larger sample sizes to detect the expected effects, prior research (Tauscher et al., 2019) and our testing with the VR headset suggest this is unlikely. To assess the signal quality in this project, we recorded EEG data in one 32-trial block with the VR headset and one 32-trial block without it (same stimuli shown on a screen) for each participant after the main experiment. Signal quality was be assessed by the number of trials rejected based on the criteria outlined above.
Ideally, we aim to find evidence of no significant difference in signal quality, rather than absence of evidence. However, as we lack a precise definition of what constitutes a meaningful difference in EEG signal quality, a non-significant difference in trial rejection (p > 0.05) will be considered sufficient to act as if no substantial differences exist. An initial signal quality analysis was conducted at N=24. Since the VR headset had potential to significantly degrade the EEG signal, it was crucial to identify this before collecting a larger sample. If signal quality had been compromised, we would have adjusted the analysis pipeline parameters to accommodate this reduction. Specifically, we planned to adjust the +/- 100 microvolt trial exclusion thresholds until trial exclusion aligns with the non-VR condition. Additionally, if there had been a 20% reduction in EEG signal quality with the VR headset, we would have increased the maximum sample size by 20% (to 144) and recalculate the look points for the sequential analysis. These adjustments were only planned lanned made if there is a significant reduction in signal quality when using the VR headset and were ultimately unnecessary. The same pre-processing criteria as outlined above, were applied on the VR-headset on and Screen condition. There was no significant difference  between trials removed when the participants were completing the task in VR with a headset (M = 97.46, min = 53.12, max = 100) and completing it on a screen (M = 98.76, min = 81.25, max = 100; W = 41.00, Z = -1.08, p = .289, r = -0.317)
Frequency and amplitude are inversely related in EEG. Trial exclusion indirectly measured prevalence of high amplitude artifacts (which tend to be low frequency) but not of high frequency artifacts (which tend to be low amplitude). High amplitude artifacts can be increased by VR apparatus (Weber et al., 2021). We are less concerned about high frequency artifacts because 1) they are removed by the 25Hz low pass filter in our analysis pipeline, and 2) because the SPN is a low frequency signal. High frequencies were therefore unlikely to be confound that can explain observed SPN modulations. 
However, we also investigated high frequency artifacts in the signal quality check EEG data. This involved running an alternative pipeline using Fieldtrip toolboxes in eeglab (This is available on https://osf.io/sw8hm, and was used for supplementary gamma band analysis in Makin et al., 2021).This an exploratory analysis that began with visualization of time frequency plots and sequential topographies. It was plausible that the VR headset could increase power in higher frequency bands at some spatiotemporal clusters. This is an interesting methodological contribution for VR-EEG researchers who may analysed gamma band oscillations in VR.
For the gamma analysis pipeline, the data was downsampled to 256 Hz, high pass filtered at 20 Hz, and low pass filtered at 128 Hz (instead of 25 Hz). ICA was not used because it is not appropriate for removing high frequency artifacts. Time frequency analysis on epoched data (-500 to 700 ms epochs) used wavelets with 12 cycles per frequency, from 30-100 Hz at 1Hz increments. The gamma extraction was averaged across symmetry and asymmetry trials, giving 32 trials in the VR headset and 32 trials in the Screen condition. Different combinations of channel interpolation and trial exclusion did not substantially change the gamma band results. To capture the full extent of VR induced EEG artifacts, no other cleaning measures (e.g., electrode interpolation) were applied here. No baseline correction was used. The choice for time window, cluster and frequency band was done post-hoc by examining different time bins in the epoch period (-200 ms to 600 ms), across different frequency bands. Such ‘double dipping’ inflates false positive rate and can be a problem in cognitive neuroscience (Kriegeskorte et al., 2009) but is required for exploratory analysis.
 	Further exposition of the exploratory gamma analysis can be found in supplementary material (section 1.1). Here we focus the final analysis. The gamma difference between conditions was most apparent in the 45-55 Hz frequency band. This is shown in Figure 8. The difference between the conditions was explored in the temporal cluster [FT7, T7, TP7, P7 (left), P8, TP8, T8, FT8 (right)] and across all the electrodes, in the full epoch available (-200 ms to 500 ms). There was a significant difference between the conditions in the frontal cluster at the 45-55 frequency bin (W = 930.00, z = 3.51, p < .001, 𝑟𝑏 = 0.582). 
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Figure 8. Gamma band response in VR on and Screen conditions. Electrode cluster, time and frequency windows are shown highlighted in first row. The TRF plots are from the frontal electrode cluster.

The results of this analysis should be interpreted with caution due to its exploratory nature. Gamma noise was most prominent in the 45-55 Hz frequency band throughout the entire epoch. This was investigated in the temporal cluster based on visual analysis of sequential topographies. The VR headset did appear to introduce additional high-frequency artifacts compared to a standard monitor used in laboratory settings, in the temporal cluster, likely due to the straps of the headset pressing on the electrodes. This conclusion is consistent with the known phenomenon of electrical devices introducing 50 Hz noise in the UK.

Eye tracking
In this project, it was essential to ensure that participants maintained a consistent fixation across all four experimental conditions. We used the eye tracker built into the VR headset to monitor fixation, defining it as less than a 2.5change in eye position during the stimulus period. We predicted that the number of fixation breaks will be similar across all conditions. Additionally, analysed the output from the Adjust procedure to evaluate whether the number of eye movement-related components remains consistent across conditions. A non-significant difference in fixation breaks (p > 0.05) will be considered sufficient to proceed as if there are no differences between conditions. 
	Analysing the number of eye-related components removed from each condition, showed there is no significant difference between frontoparallel and perspective trials in the Luminance task (t(47) = -1.16, p = .252, dz = -0.167) or in the Regularity task (t(47) = 0.13, p = .899, dz = 0.018). Furthermore, there were no significant differences between the tasks (t(47) = 0.64, p = .527, dz = 0.092).
A detailed explanation of the eye tracking analysis can be found in the Supplementary Materials. Gaze dispersion during each stimulus was computed separately for the horizontal and vertical components as the range of gaze direction values on X and Y axes. Fixation stability was defined based on the dispersion of gaze direction in the horizontal (GazeDirectionX) and vertical (GazeDirectionY) components.  Stability was assessed by determining whether the deviation in gaze direction from its mean remained within a threshold of ±0.0436 (unitless in normalized Cartesian coordinates) during the stimulus presentation. This threshold corresponds to an angular deviation of approximately ±2.5 (our pre-defined threshold). Fixation breaks were assessed by identifying trials where gaze stability was not maintained within a ±2.5angular deviation, which was recorded as a fixation break. 




Table 1. Summary statistics for each condition, using the 2.5 threshold. Mean and SD is reported.

	Condition
	%Trials
with 
fixation breaks
	Horizontal dispersion (°)
	Vertical dispersion (°)

	Regularity (F)
	1.87 ± 2.58
	0.426 ± 1.08
	0.619 ± 0.68

	Regularity (P)
	2.18 ± 3.56
	0.642 ± 1.01
	0.691 ± 0.85

	Luminance (F)
	3.03 ± 5.85
	0.878 ± 2.63
	0.901 ± 1.51

	Luminance (P)
	1.79 ± 3.04
	0.680 ± 1.48
	0.719 ± 1.29
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Figure 9. Scatterplot of the eye-gaze data results. A scatterplot showing eye-gaze data observations in every condition, in 5 thresholds (different grey levels) with the mean with error bars of 95% CI shown with a left justification. There are many overlapping dots, so we do not see 48 data points. 

We also explored gaze stability with more liberal (±10 and ±5) and stricter (± 1 and ± 0.5) thresholds. Results are illustrated in Figure 9. Unsurprisingly, the threshold used for defining a fixation break had a very large effect on the percentage of trials with a fixation break. Crucially, there was little difference between conditions. This was confirmed with a 5x2x2 repeated measures ANOVA with 3 within-subjects factors [Threshold (10, 5, 2.5, 1, 0.5), Task (Regularity, Luminance), Angle (Frontoparallel, Perspective)]. There was a main effect of Threshold F(1.12, 52.78) = 63.65, p < .001, p2 = 0.575) and no other significant main effects or interactions (largest F(1, 47) = 4.00, p = 0.051, p2 = 0.078). 
Fourteen of the 20 variables in this analysis that significantly departed from normality (p value of Shapiro-Wilk p < .001). We therefore compared fixation breaks across the four conditions with non-parametric Friedman’s ANOVA. There was a non-significant effect of condition with the a priori 2.5 threshold (2(3) = 2.82, p = .420, Kendall’s W = .020). This was also confirmed in the more lenient 5 and 10 and stricter 1 thresholds (largest 2(3) =6.01, p = .111, Kendall’s W = .042). In contrast, there was a main effect of condition in the 0.5 threshold (2(3) = 12.22, p = .007, Kendall’s W = .085). This was largely because fixation breaks trials were slightly less common in the frontoparallel condition of the Regularity task (Figure 9).  This is potentially due to fewer small saccades in this condition; however this 0.5 threshold is also near the limits of eye tracker’s spatial resolution. There were no significant differences in percent of trials with fixation breaks, between conditions in the 2.5° threshold. There was a non-significant effect of condition (2(3) = 2.82, p = .420, Kendall’s W = .020). This was confirmed with one sample Wilcoxon signed-rank test on the pairwise differences (largest V = 385.50, p =.133, 𝑟𝑏 = 0.296 (95% CI = [−0.080, 0.598]).  
Following this analysis and the additional checks reported in the Supplementary materials, we can conclude there are no substantial differences in fixation breaks between our conditions.

Statistical data analysis plan
We will replace participants whose performance is below 80% correct on either task. There is no requirement that they should exceed 80% correct on every stimulus condition within each task. Performance is usually > 90% correct on similar tasks with similar stimuli (Karakashevska et al., 2025).
For Hypothesis 1 we ran two one-sided one sample t tests to confirm the presence of SPNs in the frontoparallel condition (uncorrected for multiple comparisons). 
For Hypothesis 2, we ran two separate one-sided one sample t tests to test whether SPN perspective cost is significantly smaller than - 0.35 microvolts or significantly greater than 0 microvolts. This was done for the Regularity and Luminance Tasks.
For Hypothesis 3 we ran a 2 Task (Regularity, Luminance) X 2 Angle (Frontoparallel, Perspective) Repeated Measures ANOVA. The DV will be SPN amplitude. We predict a main effect of Task, with larger (i.e. more negative) SPNs in the Regularity Task. This ANOVA may also reveal an unexpected main effect of Angle and/or Task by Angle interaction. A main effect of Angle would show that we had not eliminated perspective cost. The interaction would that show that perspective cost is significantly larger in one task than the other. 
For all analyses, pertaining to the SPN we implemented an alpha level of 0.02. For the crucial Hypothesis 2, overall alpha is also 0.02, but this was adjusted at each look according to the Pocock-like correction factor. We will conduct the first analysis at N=48. If the one-sided one-sample t tests used to test Hypothesis 2 in the Regularity task do not reach significance, we planned to increase sample size to 96 and then 120. The sequential analysis was yoked to the outcome of the cost in the Regularity task and not depend on the outcomes of other analyses. As explained in Karakashevska et al. (2025), individual participant SPNs are often normally distributed across participants. We did expect a slight skew when participants attend to regularity, however, this is rarely significant by Shapiro-Wilk tests (Makin et al., 2022) and was not significant in this study as well (smallest p =0.056). We therefore used parametric statistics for all planned analyses pertaining to the SPN.

Results 
Behavioural data results
Participants correctly discriminated light from dark dots on most trials in all conditions (Figure 10, top panel). Two participants fell short of the 80% criterion in the Luminance task, and they were replaced. There was a significant difference across conditions, with a non-parametric Friedman’s Test (2(3) = 84.59, p < .001, Kendall’s W = .587, Figure 8). Bonferroni-corrected Conover’s post hoc comparisons found that all pairwise differences were significant (p < 0.001) except Regularity task Frontoparallel vs. Regularity task Perspective (p = 0.421, Figure 8B). The difference between conditions was small in absolute terms, with means ranging from 89.98 to 97.92% correct. 
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Figure 10. Scatterplot of the behavioural results and distribution of pairwise differences. A) a scatterplot showing paired observations with half eye density plots showing the distribution on the right-hand side, and the mean with error bars of 95% CI. There are many overlapping dots, so we do not see 48 data points. B) The distribution of the pairwise differences using violin plots. Mean difference is illustrated with a purple dot overlayed on the violin plots.


Sustained posterior negativityFirst, participants correctly discriminated light from dark dots on most trials in all conditions. Two participants fell short of the 80% criterion in the Luminance task, and they were replaced. An in-depth analysis of behavioural responses can be found in the Supplementary materials. 
Sustained posterior negativity

ERPs are shown in Figure 9 11 and 102, and topographic difference maps are shown in Figure 113. All conditions generated an SPN (symmetry – asymmetry < 0). SPN amplitude was similar across all conditions.
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Figure 911. ERPs from the posterior electrode cluster. Rows correspond to different tasks. The leftmost column illustrates the ERP waves for frontoparallel asymmetry (green) and frontoparallel symmetry (purple) with the symmetry-asymmetry difference superimposed (grey). The central column illustrates the same data for the Perspective conditions. The rightmost column presents the SPN and perspective cost as difference waves. The 300-600 ms interval used in statistical analysis is highlighted (yellow). 
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Figure 102. Difference waves with interparticipant variance. Difference waves are illustrated with a solid line, superimposed on the 98.9% CI ribbon. Differences from individual participants are shown behind. The black dots along the x-axis mark the time points where there is a significant one sample t-test against zero (p < .02). 
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Figure 113. Topographic symmetry-asymmetry difference maps from the 300-600 ms window. The SPN appears as dark blue at posterior electrodes. The right column is the difference between frontoparallel and perspective SPNs. Here perspective cost appears as dark blue at posterior electrodes. SD above each topoplot refers to the standard deviation of amplitudes across the 64 electrodes. The 14 posterior electrodes used in all analysis are label in bottom left panel. 

Figure 124 shows comparison of predicted and observed means, while Figure 135 shows distributions of individual amplitudes around these means. 
Hypothesis 1 was supported, there was an SPN present in the frontoparallel condition of the Regularity (t(47) = -7.43, p < .001, dz = -1.07) and luminance Task (t(47) = -8.34, p < .001, dz = -1.20).
	Hypothesis 2 was supported in the Regularity Task. The perspective cost in Regularity task was not significantly different from 0. In fact, the effect was more like a non-significant perspective advantage (t(47) = 1.92, p = .060, dz = 0.278). Crucially, the perspective cost in the Regularity Task was significantly less than our a-priori definition of a small perspective cost (0.35 microvolts, t(47) = 3.63, p < .001, dz = 0.524). Hypothesis 2 was not fully supported in the Luminance task. Whilst the perspective cost in the Luminance task was not significantly different from 0 (t(47) = - 0.66, p = .514, dz = -0.095), and not significantly different from -0.35 microvolts (t(47) = 1.26, p = .107, dz = 0.182), indicating the presence of a small perspective cost.
	Hypothesis 3 was supported. There was a main effect of Task (F(1, 47) = 11.19, p = .002, p2 = .192). SPN amplitude was more negative in the Regularity Task (M = - 1.55, SD =  1.14) compared to the Luminance Task (M = - 1.07, SD =  1.00). There was no significant effect of Angle (F(1, 47) = 1.09, p = .301, p2 = .023) and no significant interaction (F(1, 47) = 3.25, p = .078, p2 = .065).
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Figure 124. Predicted vs Observed results. The predicted results are also shown in Figure 3. Predicted and observed results were similar. However, perspective cost was only significantly less than 0.35 microvolts in the Regularity task. Error bars = 98.9% CI corresponding to alpha = 0.011).
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Figure 135. Scatterplots of ERP results (A, B) and distribution of pairwise differences (C). A, B) Scatterplots showing paired observations with half eye density plots showing the distribution on the right-hand side, and the mean with error bars of 98.9% CI (corresponding to alpha = 0.011) on the left-hand side. C) The distribution of the pairwise differences using violin plots. Purple numbers indicate the proportion of participants with an effect in the same direction as the group. Any proportions >= 0.6 are significantly > .05 according to non-parametric binomial tests (p < 0.05). 

Additional exploratory analyses 
To explore the difference in perspective cost between the Regularity and Luminance tasks, we utilised our equivalence testing approach. The pairwise difference was not significantly different from 0 with a one-sample t test (t(47) = -1.803, p = .078, dz = -0.26), however it was also not significantly less than – 0.35 microvolts (t 47) = -0.58, p = .238, dz = -0.08). While there is no evidence that perspective cost differs between tasks, we cannot confirm the absence of a difference. 
	To check whether Task order or Angle order significantly altered perspective cost, we ran an additional mixed ANOVA with perspective cost as the DV. There was no main effect of Task order on perspective cost (F(1, 44) = 3.08, p = .086, p2 = .065), and no significant interactions with Task order (F(1, 47) = 0.04, p = .839, p2 <. 001) or Angle order (F(1, 47) = 0.06, p = .801, p2 = .001).
Finally, we explored correlations between individual SPN amplitudes, perspective cost, and behavioural performance. The Spearman’s rho correlation matrix is s shown in Figure 146. We used Spearman’s Rho because the residuals of a fitted linear model were not normally distributed. With a sample size of 48, our statistical power analysis indicates we can reliably detect correlations of approximately 0.48 with 90% power and an alpha of 0.02 (two-tailed). With our sample of 48, we can expect to detect moderate correlations (e.g. Spearman’s rho = 0.42, power = 0.8, alpha = 0.05, two-tailed). Scatterplots associated with this heatmap are shown in Supplementary materials. SPN amplitude did not significantly correlate between conditions, but we suspect this to be because of small sample size (red cells in top left, Figure 14A6A). Participants Unsurprisingly, participants who had a larger frontoparallel SPN tend to have a larger perspective cost, while those with a larger perspective SPN tended to have a smaller perspective cost (alternating red and purple blue steps near diagonal, Figure 146B). There was little evidence that perspective cost correlated between tasks (Figure 146C). Those who performed well in one condition tended to do so on other conditions (Figure 146D). However, there were no significant correlations between behavioural performance and ERP signals (p > .042, Figure 14E). For example, participants who performed well in the luminance task did not have a large SPN or large perspective cost.However, there were significant correlations between behavioural performance and ERP signals (p > .042, Figure 16E). 
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Figure 146. Spearman’s Rho Correlation matrix of ERP and behavioural data. Blue cells indicate negative relationships, red indicate positive relationships. Zones A, B, C, D and E are interpreted in text. ** 0.01, *** p < 0.0011. 

Discussion
This was the first project to measure the Sustained Posterior Negativity (SPN) in a virtual reality environment. Participants completed regularity and luminance discrimination tasks in different blocks. Stimuli were displayed in the frontoparallel plane or in perspective. Overall, the SPN results corresponded to our predictions very well (Figure 124). Perspective cost was eliminated in the Regularity task and possibly eliminated in the Luminance task (although this is statistically ambiguous). We preregistered three hypotheses. 
Hypothesis 1 was supported: The SPN was found in the frontoparallel conditions of both tasks. This confirms that it is possible to record a typical SPN in VR without insurmountable methodological complications. 
Hypothesis 2 was fully supported in the Regularity task. There was no perspective cost, we confirmed that perspective cost was significantly less than our a priori definition of a small effect (0.35 microvolts). If anything, there was a trend in the opposite direction, with a non-significant perspective advantage.  Hypothesis 2 was partly supported in the Luminance task. There was no significant perspective cost, but neither was perspective cost significantly less than 0.35 microvolts. As planned, we yoked the sequential analysis to the results of the Regularity task and thus terminated data collection at N = 48. Of course, it is possible that we would have statistically confirmed the absence of a perspective cost in the Luminance task had sample size been increased to the next step (N = 96). 
Hypothesis 3 was also supported. The SPN was significantly larger in Regularity task than the Luminance task. This task effect is consistent with many previous studies (Makin et al., 2022; Makin et al., 2024). 
Our other recent attempts to eliminate SPN perspective cost have failed. Karakashevska et al. (2024) found that polygons slightly reduced, but did not eliminate SPN perspective cost.  Karakashevska et al. (2025) found that removing conflicting disparity cues in the monocular viewing, or adding cues to aid 3D interpretation such as pre-stimulus presentation of static frames and pre-stimulus presentation of moving frames  did not even reduce SPN perspective cost (Figure 2). While Makin et al. (2015) reported no perspective cost during Regularity discrimination (Figure 1B), alternative explanations for that result remain plausible. In Makin et al. (2015), symmetry was hardly distorted around the axis, and we know that people are especially sensitive to symmetry in the peri-axis region (Dakin et al., 1998; Wainwright et al. 2020). 
The fact that the visual system can switch into extraretinal mode when multiple visual depth cues are available is consistent with previous behavioural work (Szlyk, et al., 1995). It is also consistent with everyday visual experience. Shape constancy usually feels effortless, and it takes artistic training to draw the retinal image without interference from post-constancy representations. This could be because we have multiple redundant depth cues available during naturalistic viewing. It is also consistent with everyday visual experience. Shape constancy usually feels effortless, and it takes artistic training to draw the retinal image without interference from post-constancy representations. This could be because we have multiple redundant depth cues available during naturalistic viewing.
On the other hand, Morales, Bax, and Firestone (2020), showed that the visual system retains retinal representations of shape. In their experiments, the perspective-rotated shape of a circular coin (elliptical retinal image) interfered with the detection of an actual elliptical target. This indicates that the visual system maintains pre-constancy, viewpoint-specific representations in parallel with more abstract, viewpoint-invariant ones. However, our experiment suggests that the persistence of view-point specific representations does not to interfere with symmetry processing and reduce SPN amplitude, at least in VR whilst attending to regularity. 
While the most substantial innovation was the use of VR with immersive stereo disparity, this was not the only change. In this study, frontoparallel and perspective conditions were blocked, whereas in previous studies they were interleaved. View-angle blocking could be responsible for reducing perspective cost here. A non-VR experiment with blocking alone could rule out this alternative explanation. However, we believe that this is unlikely. After all, pre-stimulus presentation of a frame, which made view angle predictable, did not reduce SPN perspective cost in et al. (2025). 
This research also makes an important methodological contribution for EEG researchers. SPN amplitude was typical of previous, non-VR experiments with similar dot patterns. For instance, mean SPN amplitude was also around 1 microvolt in a luminance task of Karakashevska et al. (2024). We can be confident that VR does not dramatically alter symmetry processing in the brain. We can also be confident that the hardware does not interfere with SPN recording. Furthermore, VR did not introduce problematic changes in ERP signal quality, according to our signal quality check. However, it is possible that VR introduces high frequency artifacts around temporal electrodes, which must be removed with low pass filtering. This could be a problem for researchers who want to measure gamma oscillations in VR environments. We caution that this only applies to the BioSemi EEG system with Vive virtual reality headset. It also only applies when participants were in a head fixed position and were instructed to fixate and avoid blinking. EEG signal quality would likely be dramatically reduced in any VR environment where participants are free to move. 
	In summary, VR presentation can facilitate 3D scene interpretation and enhance perceptual constancy.  Equivalence between frontoparallel and perspective SPNs is a useful index of perceptual constancy. 

Data availability 
All data is available on OSF. The main repository is available here https://osf.io/mzvy9/, with the raw EEG data linked on OpenNeuro in BIDS format. This is also project 48 in the complete Liverpool SPN catalogue (https://osf.io/2sncj/). The raw eye gaze and behavioural data is available in the Stage 2 folder. The mat files for the ERP and gamma analysis can also be found in the Stage 2 folder.

Code availability
All codes for analysis of the data are available on OSF in the Analysis pipeline folder (https://osf.io/mzvy9/). All the codes for creating the experiment in Unity including the connection between the EEG and VR system are linked on the OSF page through github. The codes for data plotting and analysis in R can be found in the Stage 2 folder on OSF. 
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	Rationale for deciding the sensitivity of the test for confirming or disconfirming the Hypothesis
	Interpretation given different outcomes
	Theory that could be shown wrong by the outcomes

	Can we achieve extraretinal representation of planar symmetrical dot patterns in virtual reality?

































	Hypotheses 1: The SPN will be present in the frontoparallel conditions of both tasks.


	The sampling plan is designed to test Hypothesis 2

We will use a sequential analysis approach with a minimum sample of 48 and a maximum of 120. 

We will analyse the data until we perspective cost is significantly less than -0.35 microvolts or significantly more than 0 microvolts in the Regularity task. 

We will first look at the data at participant 48, and if necessary, at participant 96 and 120.
	For all analyses, SPNs will be extracted with pre-registered pipeline, and a priori spatiotemporal cluster.

For all analyses, we use with thresholds of alpha 0.02 and power = 0.9. 

	Hypothesis 1: Based on an unpublished study with similar stimuli and task (Karakashevska et al., 2025), we estimate the SPN in frontoparallel conditions of the luminance task will be -1.14 microvolts with an effect size of dz = -0.839. If this is the true effect size, power approaches 1 with a minimum sample of 48. 

Even assuming true effect size just 0.5, power is approximately 0.85 with our minimum sample of 48. 

	Different outcome 1: We fail to observe SPNs in the frontoparallel conditions of either task. This would suggest that the brain is blind to frontoparallel symmetry in VR setup (and possibly others). This is very unlikely.  

Different outcome 2:  We observe a large SPN in the Regularity task, but no SPN in the Luminance task.  This would suggest that the luminance tasks inhibit symmetry processing more than usual in VR. 

Different outcome 3: We observe a small SPN in the Regularity task, and no SPN in the Luminance task. This would suggest that VR reduces SPN amplitude in all tasks, to the point where smaller SPNs in luminance tasks disappear. 


	Different outcome 1: The theory that frontoparallel symmetry always generate an SPN could be shown wrong. In practice, we would treat this outcome as an anomalous result without strong theoretical implications. 



Different outcome 2: The theory that frontoparallel symmetry always generates an SPN in Luminance tasks could be shown wrong. 





Different outcome 3: The theory that frontoparallel symmetry of this kind always generates a large SPN could be shown wrong. 






	
	
	
	For Hypothesis 1, We will confirm the presence of SPNs in the frontoparallel conditions of both tasks with two separate one-sided one sample t tests against 0 (uncorrected for multiple comparisons).

	
	
	

	
	Hypotheses 2: SPN perspective cost absent in both tasks.

	
	For Hypothesis 2 we will use a minimum effect testing approach.

We will run two one-sided one sample t tests to test whether SPN perspective cost is significantly smaller than 0.35 microvolts or significantly larger than 0 microvolts.

We will only conclude a perspective cost is present if it is significantly more than zero, and not significantly less than 0.35. 

We will only conclude a perspective cost is absent in a task if it is not significantly more than zero and it is significantly less than 0.35 microvolts. 

This will be conducted on the Regularity task results at multiple sample points according to a sequential analysis approach. 
	Hypothesis 2: We define a small but meaningful SPN difference of 0.35 microvolts. 

Makin et al (2022) estimated that a typical SPN modulation of 0.35 microvolts has a Cohen’s dz of 0.344. 

We apply a Pocock-like correction to avoid inflating Type 1 error across 3 possible looks of the sequential analysis, and fixing alpha at 0.02. Overall power = 0.9.

 




	Different outcome 1: Perspective cost is present in both tasks. This would suggest that these experimental conditions are not sufficient for achieving extraretinal symmetry representation, contrary to our predictions. 

Different outcome 2:
Perspective cost is absent in the Regularity task but present in the Luminance task (as found in Makin et al. 2015, Figure 1)
This would suggest these experimental conditions are only sufficient for achieving extraretinal symmetry representation during the Regularity task.   

Different outcome 3:
Perspective cost is absent in the Regularity task but present in the Luminance task (the opposite of Makin et al. 2015, Figure 1).
This would suggest these experimental conditions promote extraretinal symmetry representation during Luminance discrimination only. This is very unlikely.   



	Different outcome 1: 
Hypothesis 2, which states that perspective cost will be absent in both tasks, would be shown wrong. 






Different outcome 2: The theory that perspective cost is present in Regularity tasks but absent in Luminance tasks would be shown wrong. 








Different outcome 3:  The theory that perspective cost present in Regularity tasks and absent in Luminance tasks would be shown wrong. 

	
	Hypothesis 3: 
SPN amplitude will be larger in the Regularity task than the Luminance task.
	
	For Hypothesis 3 We will run a 2 Task (Regularity, Luminance) X 2 Angle (Frontoparallel, Perspective) Repeated Measures ANOVA. The DV will be SPN amplitude. We predict a main effect of Task, with larger SPNs in the Regularity Task.

	Hypothesis 3: Previous studies with these stimuli have found larger SPNs during Regularity tasks than Luminance tasks. In one recent unpublished study comparable to the planned research, the main effect of Task had an effect size p2 = 0.3. If this is the true effect size, power approaches 1 with our minimum sample of 48. 


	Different outcome 1: The SPNs are the same in the Regularity and Luminance tasks. This would suggest that the Task is not such an important determinant of SPN amplitude under these conditions. 

Different outcome 2: The SPNs are significantly larger in the Luminance task than the Regularity task. This would suggest that the usual task effects are reversed in this VR setup (and possibly others). This is very unlikely.

.
	Different outcome 1. The theory that SPNs are always larger in Regularity than Luminance tasks could be shown wrong. 





Different outcome 2: The theory than SPNs are larger in Regularity tasks than Luminance tasks or equal in both, could be shown wrong.  In practice, we would treat this outcome as an anomalous result without strong theoretical implications. 




Notes on terminology
· The Sustained posterior Negativity (SPN) is an ERP response to visual symmetry. It is the difference between waves generated by symmetrical and asymmetrical stimuli at posterior electrodes. A large SPN is one which falls a long way below zero.
· ‘Extraretinal’ in another word for ‘allocentric’, ‘post-constancy’, object level or ‘view-invariant’.
· We use the word ‘perspective’ to refer to images in which dot pattern is depicted as if viewed from an angle. These stimuli combine approximate 60-degree slant and 15-degree tilt.
· 
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