Detecting DIF in Forced-Choice Assessments:

A Simulation Study Examining the Effect of Model Misspecification

Contribution statement: Authors 1 and 4 developed the idea. Authors 1, 2, and 4 designed the simulation study. Author 1 wrote the code and analyzed the data. All authors contributed to the writing of the manuscript.

Open Science statement: All materials are available at https: <https://osf.io/fhd9w/?view_only=cccd50cce05a4dcea4df3a31fe963f2d>

**Abstract**

On a forced-choice (FC) questionnaire, the respondent must rank two or more items instead of indicating how much they agree with each of them. Research demonstrates that this format can reduce response bias. However, the data are ipsative, resulting in item scores that are not comparable across individuals. Advances in Item Response Theory have made scoring FC assessments possible, as well as evaluating their psychometric properties. These methodological developments have spurred increased use of FC assessments in applied educational, industrial, and psychological settings. Yet, a reliable method for testing differential item functioning (DIF), necessary for evaluating test bias, has not been established. In 2021, Lee and colleagues examined a latent-variable modelling approach for detecting DIF in forced-choice data and reported promising results. However, their research was focused on conditions where DIF items were known, which is not likely in practice. To build upon their work, we carried out a simulation study to evaluate the impact of model misspecification, using the Thurstonian-IRT model, on DIF detection, i.e., treating DIF items as non-DIF anchors. We manipulated the following factors: Sample size, whether the groups being tested for DIF had equal or unequal sample size, the number of traits, DIF effect size, the percentage of items with DIF, the analysis approach, the anchor set size, and the percent of DIF blocks in the anchor. Across 336 simulated conditions, we found [Results and discussion summarized here].

**Detecting DIF in Forced-Choice Assessments:**

**A Simulation Study Examining the Effects of Model Misspecifications**

 Forced-choice (FC) is a response format that requires respondents to arrange a set of items - known as a block - in the order that best represents them (see Fig. 1; Cao & Drasgow, 2019; Dueber et al., 2019). This technique was initially conceived to counteract construct-irrelevant variance by limiting respondents' capacity to endorse all desirable items (Bartram, 2007; Lee et al., 2018; Vasilopoulos et al., 2006). It is beneficial in high-stakes or sensitive assessment situations where desirable responding is more likely (Jackson et al. 2000). This includes educational and industrial settings where a test may help inform an admission or hiring decision, as well as the measurement of sensitive topics. For example, the Character Skills Snapshot is used in school admissions (Enrollment Management Association, 2023), the Mosaic (ACT, 2022) is used to inform program planning, and the Occupational Personality Questionnaire which is used in hiring decisions (Brown & Bartram, 2011). While a well-designed FC assessment can effectively reduce response bias, it produces ipsative data. Ipsative data occurs when the responses are directly dependent on each other: e.g., if you rank “I do not enjoy working in a group” first, then you necessarily must rank the other options in Figure 1. In contrast, a Likert style item allows for the selection of any response option, regardless of the response to the last item. FC assessments produce the same total score for each participant, making interindividual comparisons difficult. This type of data cannot be analyzed with standard methods. Advances in Item Response Theory (IRT) have enabled the evaluation and scoring of FC data, but methodologies for testing differential item functioning (DIF) still need development. Lee and colleagues (2021) introduced a latent variable modeling approach for DIF testing with FC data and evaluated the method using a simulation study. Their study showed promising results when anchor items were correctly specified. We expanded on this work by evaluating the method under conditions of realistic model misspecification when DIF items are included in the anchor set and different testing situations.

Figure 1. Forced-Choice Block Examples

This study aimed to further develop DIF testing methods for use in real-world FC testing scenarios. We begin with a review of IRT models and how they have been expanded to account for the complexities of FC data. We then explain the Thurstonian-IRT model and review the literature on methods for testing DIF with FC data to contextualize the current simulation study. Next, we state the research questions we sought to answer with this study and explain the various simulation conditions. Finally, we discuss the results and implications of this work.

**Modeling Forced-Choice Data**

 Modern forced-choice models are based on IRT. IRT is a class of models used to understand the relationship between item responses and latent traits (Embertson & Reise, 2000). Most of these models assume local independence of items, meaning that after accounting for the factor, the items should be uncorrelated. This is a feature of traditional assessments where item A does not directly influence the score on item B after controlling for the latent trait. In FC assessments, however, the responses to each item within the same block are interdependent (the item-level data are ipsative; Baron, 1996), which also leads to the ipsative trait scores when traditional sum-score scoring approaches are used. With ipsative data, it is not possible to compare the scores of different individuals as each trait score is only comparable within an individual's responses. Brown and Maydeu-Olivares (2011) developed the Thurstonian-IRT model to address these challenges.

**The Thurstionian-IRT Model**

The Thurstonian Item Response Theory (TIRT) model is a normal ogive model with some special features. It is conceptually grounded in Thurstone's (1927) law of comparative judgment. According to this law, item *j* is preferred over item *k* in a pairwise comparison () if the latent utility of item *j* () is higher than that of *k* () (Brown & Maydeu-Olivares, 2011). This can be represented as:

Here, denotes the difference in latent utilities. When the differences in utilities yields a value below 0, item *k* is preferred over item *j*, and will equal 0.

***Model Specification***

The TIRT model can be specified as a second-order (Figure 2) or first-order model (Figure 3). The first-order model is primarily used for generating factor scores for participants. It involves estimating the thresholds and loadings from the pairwise comparison directly. In the second-order model, the observed responses are functions of the item utilities as described in Equation 1, and the utilities in turn are a linear function of the latent traits as described in Equation 2, where the utility equals the sum of the item mean (µ), the product of the loading (λ) and the measured traits (; expressed as a factor score), and an error term (ε) that is independent of the other items.

Figure 2 is a diagram for a simple second-order FC model consisting of three blocks with three items in each, measuring three traits. In this diagram, it can be seen that the pairwise item responses are a function of utilities which are then a function of the latent trait. This makes it a second-order model.

In the first-order model, the specification is reformulated in terms of which item will be preferred in a pairwise comparison between the items in equations 2 and 3. The differences between the traits are:

Furthermore, the difference between item means is often reduced to the threshold parameter:

The first-order model specification can be seen in Figure 3.

The main difference between the second-order equations in 2/3 and the first-order equation in 5 is that in the first-order model, differences in parameters values are examined for DIF across groups () verse just a utility mean () in the second-order model. We focus on the second-order model here because it estimates a single parameter to test for DIF across groups, instead of a difference score.

***Model Identification***

For model identification purposes, the loadings of each outcome of pairwise comparison () on the utilities and follow a patterned matrix of fixed values (either 1 or -1) as Figure 2 shows. Each is estimated without error as Equation 1 shows. Additionally, each trait's variance is set to 1 and their means are set to 0. Also, to set the metric of the utilities, one utility uniqueness per block is fixed to 1. Finally, to identify the scale origin of the latent utilities, one item utility mean per block is set to 0 (for example, the first item in each block) and all thresholds of the pairwise comparisons are explicitly fixed to 0 (Maydeu-Olivares & Brown, 2010). When this model is extended to multiple groups in the context of DIF testing, all constraints mentioned extend to both groups. Additionally, all utility error variances are set to be one in both groups along with a subset of the utility means (*t*). The amount of utility means set to be equal will vary depending on the size of the anchor set.

***Model Estimation***

The TIRT model is estimated in three stages. In stage one, the thresholds and tetrachoric correlations of pairwise comparisons are calculated. In stage two, the model parameters are estimated using a limited information estimator, such as unweighted least squares (ULS; Brown & Maydeu-Olivares, 2011). The utility means are then estimated such that the mean squared error of the residuals is minimized. The loadings are estimated from the tetrachoric correlations, again minimizing the residuals. Optionally, in stage three, the latent trait scores for respondents are estimated using maximum a posteriori estimation (MAP), which can be implemented in Mplus.

Figure 2

*Second-Order Thurstonian-IRT Model Diagram*

Figure 3

*First-Order Thurstonian-IRT Model Diagram*

**

**Differential Item Functioning and Forced-Choice Data**

The purpose of an assessment is to provide a valid score of examinees' abilities (AERA, 2014). Assessment items should not confer any advantage to specific groups based on factors unrelated to the measured construct, such as gender, race, or cultural background. When a group consistently scores higher than another group, this could be due to true higher ability (i.e., impact) or item bias (Dorans & Holland, 1992). DIF analyses can be used to identify differences between groups, other factors, or continuous data. In this study we examined DIF between groups. In this case DIF screens for potential bias by assessing if items perform differently across groups when their overall ability levels are equal (Angoff, 1993). DIF is classified into two categories: uniform and nonuniform.

Uniform DIF describes a consistent difference in the item's difficulty between two groups at all levels of the measured underlying trait (Swaminathan & Rogers, 1990). This suggests that the item is uniformly more or less difficult for one group compared to the other, irrespective of their standing on the trait. Factors such as biased item content that persistently impacts one group more than the other may cause uniform DIF (Camilli & Shepard, 1994). In the second-order model, uniform DIF is described by differences in the utility means (*t*) for two groups. Non-cognitive assessments don’t have correct or incorrect items, but items can still vary on difficulty in that they are harder to endorse, i.e., more of the latent trait is needed to endorse an item. Nonuniform DIF is characterized by differences in group performance on an item only occurring at some ability levels (Swaminathan & Rogers, 1990). This means that the item's slope for different groups varies depending on their trait level. This is each utility's loading (λ) on the latent trait in the TIRT model.

With FC data, DIF does not occur for a single item in isolation. This is because the items within a block are dependent on one another and responded to in a set, creating multidimensionality. However, most methods assume unidimensionality, such as Mantel-Haenszel, Delta-Plot, standardization, and logistic regression (Angoff, 1972; Dorans & Holland, 1992; Holland & Thayer, 1988; Swaminathan & Rogers, 1990) and thus are not appropriate for FC data. Instead, latent approaches, such as IRT models, that can handle multidimensional items are better suited for FC data.

**Item Response Theory Models for DIF**

The process of testing DIF in a latent-scoring approach typically involves specifying an IRT model where loading and threshold parameters are estimated for each group, except for a subset of anchor items constrained to be equal across groups. The remaining free parameters are tested to determine whether they differ significantly across groups. If they do, the item is flagged as displaying DIF. Various strategies for DIF testing have been proposed, including the free-baseline, constrained-baseline, and sequential free-baseline approaches which use model fit and/or Wald tests to determine the significance of differences (Stark et al., 2006).

The free-baseline approach requires constraining a subset of anchor indicators to be equal across groups, which establishes a comparison benchmark. The free-baseline approach is conducted over three steps. First, a set of items are constrained to be equal across groups, the anchor, while all others are freely estimated. Those freely estimated parameters are then tested for DIF using a multiple-constraint Wald test to determine if they are significantly different across groups. The multiple-constraint Wald-Test evaluates whether a set of coefficients in a model are equal, typically specified to test a difference of 0. The test statistic is calculated based on the estimated coefficients and their variance-covariance matrix, with larger values indicating more evidence of DIF. If the Wald test results in a significant difference for an item, it is flagged as a DIF item. The free-baseline approach is advantageous because it requires only a single model to be run (Stark et al., 2006). However, the optimal method for selecting the anchor set is unclear, but there is some evidence the anchor can be small if the anchor is of high quality (Lopez-Rivas et al., 2009).

This is juxtaposed against the constrained-baseline method, which follows a similar, yet opposite process: all items but one are constrained to be equal across groups, and the items are iteratively tested (Wang, 2004). The single freely estimated item is tested for DIF with a Wald test. Then, the next item is tested by constraining all remaining parameters again. This process is repeated until every item has been tested. The constrained-baseline approach performs well when the effect of DIF on the model is not severe (Stark et al., 2006) and allows for every item to be tested, in contrast with the free-baseline method where anchors cannot be tested (Chun, 2016). This approach’s disadvantages include the need for multiple model testing and the potential biasing effects of model misspecification (i.e., DIF items are held equal). Finally, there is the sequential free-baseline approach where DIF testing is done in two phases. In phase one, non-DIF items are identified by using the constrained-baseline approach. Then, in phase two, the non-DIF items from phase one are used as anchors in a free-baseline run of the model. Any items from this second phase that display DIF are then flagged (Chun et al., 2016).

 To modify these methods for FC data, Lee and colleagues (2021) proposed that when identifying a multi-group first-order TIRT model, entire blocks of items, the thresholds and loadings, should be constrained to be equal across groups rather than a single item. With the first-order TIRT model it is not possible to parse out uniform vs nonuniform DIF as all parameters within a block need to be constrained. However, when using the second-order model, uniform DIF can be tested by examining constraints on the utility means (*t*) in the block. Nonuniform DIF can be analyzed by examining the loadings (λ).In the constrained-baseline approach, all blocks are constrained to be equal except for one. In the free-baseline approach, only the anchor blocks are constrained, while the remaining blocks are estimated freely in both groups. The free blocks are then tested for DIF by conducting a Wald test with degrees of freedom equal to the number of constraints estimated in each block. For example, when testing uniform DIF in a triad block, there are two *df*, one for each freely estimated utility mean in the block. Because the utility means within each block are interconnected and the items are multidimensional, the Wald test examines both freely estimated utility means simultaneously. In Fig. 2, this means would be constrained to 0 for model identification, then and would be tested for equality across groups simultaneously. In this way, the model tests *differential block functioning* across the groups rather than differential item functioning.

**Previous Research on DIF Testing in Forced-Choice**

 DIF testing for FC assessments is a nascent area of research, for which only a few proposals have been made. Lin and Brown (2017) used a variation of a free-baseline method to detect DIF in two parallel FC test forms, where they estimated measurement parameters freely in each sample, and compared them after performing some scale equating. Wetzel and colleagues (2017) used a variation of the constrained-baseline method to test for DIF in an applied study of narcissism, where they constrained all TIRT measurement parameters equal across groups and examined the model modification indices to find items violating these constraints. Neither of these studies, however, had the formal objective to propose a method of DIF detection in FC questionnaires and thus did not systematically examine the merits of either method in various conditions. Lee and colleagues (2021) have proposed a formal method for detecting DIF, which is the free-baseline approach discussed above. In their study, they focused on block-specific factors, such as the type of DIF, the number of DIF items in each block, DIF effect size, presence of impact (differences in the means of the items outside of bias), and the number of DIF blocks on the test. They also examined sample size effects and differences between the constrained-baseline and free-baseline approaches. Overall, their results indicated that DIF blocks were consistently correctly identified (>95% of the time) across all block-specific conditions, except when the sample size was large (N=2000) and had impact (an actual difference in group ability) in the free-baseline approach. In contrast, detecting DIF blocks was far less accurate in the constrained-baseline approach across all conditions.

Lee and colleagues' (2021) work is consistent with other findings that have used the free-baseline and constrained-baseline approach for standard IRT models. For example, Stark and colleagues (2006) tested the approaches with dichotomous data in the 2PL and polytomous models using the graded response model. Across most simulated DIF conditions, the free-baseline approach was more accurate than the constrained-baseline approach. Several others have found a similar pattern of results in various IRT models (Chun et al., 2016; Kim et al., 2012; Woods & Grimm, 2011). Other research about the approaches has indicated that increasing the number of anchors subsequently results in more accurate DIF detection (Wang, 2004; Wang & Yeh, 2003). However, Wang (2004) found that using DIF items as anchors biased the remaining items toward one group, resulting in less accurate detection rates.

**The Present Study**

 In the current study, we expanded Lee and colleagues' (2021) work to incorporate test and analysis features that are typical in practice. First, they examined a three and five-factor model, with 30 and 60 items (10 or 20 blocks) total, respectively. However, it is typical for personnel or education FC assessments to measure more traits (e.g., the 32-trait Occupational Personality Questionnaire, Brown & Bartram, 2009). Second, Lee and colleagues did not test different anchor set sizes or the impact of DIF blocks being included in the anchor set. These model misspecifications are relevant to real-world testing scenarios for which anchor items are unknown. Finally, their simulation used the first-order TIRT model, which does not allow for a direct examination of utility means. Only the mean differences between pairwise comparisons can be analyzed in the first-order TIRT model. It is useful to isolate the means of each utility as this indicates uniform DIF, making the second-order TIRT model more beneficial for DIF analyses. This also allows for uniform DIF and nonuniform DIF to be assessed in a FC model, although we examined only uniform DIF in this study.

First, we tested if the results from conditions investigated by Lee and colleagues replicate when using the second-order TIRT model. Then, we generated different conditions of model misspecification to determine the effectiveness of the free-baseline and constrained-baseline approaches. Our study sought to answer eight research questions. The first four questions (RQ1-4) focus on the replication of Lee and colleagues' work in the second-order model, while the remaining questions (RQ5-8) build upon it.

RQ1. Does the trend of increasing the number of traits resulting in better DIF detection from Lee and colleagues’ work (2021) replicate in the second-order model?

RQ2. Do the findings of Lee and colleagues (2021), which indicate a pattern where an increase in DIF effect size leads to enhanced power and consistent Type I error rates in both small and large effect size conditions, replicate when examined within the second-order model?

RQ3. Do the findings of Lee and colleagues (2021), where Type I error rates and power remained consistent in increasingly larger sample sizes (500 – 1000 per group), replicate in the second-order model.

RQ4. Does the result of the free-baseline method being more accurate than the constrained-baseline method for DIF detection replicate in the second-order model?

RQ5. What effect does having an assessment with a higher percentage of DIF blocks have on the accuracy of DIF detection in the second-order model?

RQ6. How does anchor set size influence DIF detection in the free-baseline approach when using the second-order model?

RQ7. To what extent does including DIF items in the anchor set reduce the accuracy of detection in the free-baseline approach when using the second-order model?

RQ8. What effect does unequal sample size have on detecting DIF in the presence of model misspecification?

RQs 1-4 provide needed replication research of methodological research (Loman et al., 2022), as well as an expansion to consider larger numbers of traits that are more consistent with assessment practice. RQ5 considers the effect of the different amounts of DIF for overall DIF detection, consistent with real world testing where the amount of DIF varies across tests. RQs 6-7 test the free-baseline approach under conditions of varying anchor size (RQ6) and model misspecification (RQ7). This is more representative of real-world contexts where the anchor items are not known prior to conducting the analysis. RQs 6 and 7 do not apply to the constrained-baseline model because in those models all but one block is constrained meaning the anchor set includes all blocks, DIF and non-DIF. RQ8 examined what effect unequal sample size has on DIF detection. For an overview of our study design, the hypotheses related to each question, and the meaning of various outcomes, see Appendix 1.

**Methods**

The code to reproduce the simulation can be found in the supplementary materials on the OSF page (<https://osf.io/fhd9w/?view_only=cccd50cce05a4dcea4df3a31fe963f2d>) of this manuscript. In designing the simulation study, we tested 11 replications of the five-trait, small effect size, with 40% of the items having DIF condition. The sample size was set to 1000 with equal groups. The free-baseline models with a 20% anchor set and no DIF items in the anchor set were used for this testing. These replications were generated only to ensure that simulation function worked and is reproducible. Reviewers may test the reproducibility of the simulation by changing the value of *k.range* to 11 at the start of the *SimCod\_TraitSize\_1\_ES\_1\_PDIF\_1\_FB\_SS\_1.R* file and using only the 5f\_20A\_0DIF[Block13DIF/Block18NON DIF].inp files. This is further explained in the *ReadME.txt* file on this manuscript’s OSF page.

**Conditions**

There are several conditions that remained constant across all replications. We describe these first before detailing the manipulated conditions. Each research question, except RQ4, has an accompanying condition that was manipulated. These can be broken down into data generation and analysis conditions.

***Constant Conditions***

**Analysis and Sample Factors.** The number of replications for each condition is set to 500. All conditions were tested using the TIRT model with Wald tests.

**Assessment Factors.** The block size was set to three items (triads).The number of blocks and items remained constant within each number of traits condition. There were 20 triad blocks (60 items total) in the five-trait condition. In the ten-trait condition, there were 40 triad blocks (120 items total). To increase the ecological validity of the simulation some of the trait correlations were negative and others positive. To further support ecological validity these correlations were based on a meta-analysis of the correlations of the Big Five personality traits (neuroticism, extraversion, openness, agreeableness, and conscientiousness; Linden et al., 2010). In the case of the Big Five , neuroticism is negatively correlated with the other 4 (-.36, -.17, -.36, -.43). This decision was also based on Frick and colleagues (2021) who found that parameter recovery was better when factors correlations were positive and negative. We used the matrix of correlations reported by Linden and colleagues (2010) in the five-trait condition and followed its pattern in the ten-trait condition. This meant that two traits were negatively correlated with all other traits and positively correlated with each other in the ten-trait condition. This was accomplished by randomly drawing absolute values from an inverse Wishart distribution with 100 degrees of freedom and covariances set to .3 and then making Traits 1 and 6 negatively correlated with the rest of the traits.

Including negatively keyed items, expressed as a negative factor loading, is important for accurately estimating the TIRT model (Brown & Maydeu-Olivares, 2011). In practice, the number of negatively keyed items would be kept low to avoid blocks having a clear 'best' (or desirable) answer. It has been shown that only 25% of blocks need to contain a negatively keyed item, and this is the amount we used (Lee et al., 2022). We simulated five blocks with negatively keyed items in the five-trait condition and ten in the ten-trait condition.

**Block Factors.** We varied DIF only at the utility mean (uniform DIF) level to focus the simulation on misspecification and sample size, while keeping it feasible. We only examined uniform DIF in this study. Previous work suggests that when uniform DIF was present, nonuniform DIF also tended to be detected (Lee et al., 2021). We also chose not to include nonuniform DIF as it would substantially increase the complexity of the study. We also only simulated one item per block with DIF. Lee and Colleagues (2021) considered multiple items per block with DIF with varied results. This was an area of complexity we chose not to introduce into the study. These conditions are summarized in Table 1.

Table 1

*Constant Simulation Conditions*

|  |  |  |
| --- | --- | --- |
| Factor Type | Factor | Levels |
| Analysis and Sample Factors |  | ReplicationsModel for EstimationParameter Test | 500Thurstonian-IRTWald Test (2 *df*) |
| Assessment Factors |  | Number of blocksBlock size Negatively KeyedBlocksTrait Correlations | 5 Trait = 2010 Trait = 40 35 Trait = 510 Trait = 10 Positive and Negative Correlations |
| Block Factors |  | Number of items with DIF in each blockType of DIF | 1Uniform |

***Manipulated Condition: Data Generation***

**Sample Size and Equality (RQ3/RQ7).** We simulated data such that there were either 1000 or 2000 total responses, just as Lee and colleagues (2021). In the authors’ collective experience working on FC assessments operationally, having sample sizes of 1000 or more is typical. We also expanded on Lee and colleagues by including an equal and unequal sample size condition. In real-world settings, equivalent groups are not often observed. When the sample sizes were equal the responses were evenly split (500/500 or 1000/1000 in each group. When sample sizes were unequal there were 25% more responses in one group (250/750 for the 1000 condition, 500/1500 for the 2000 condition).

**Number of Traits (RQ1).** We generated scores for respondents on five and ten traits. A five-trait analysis appeared in Lee and colleagues' (2021) original work and is also a common condition in other FC simulation studies (Frick et al., 2021; Schulte et al., 2021). Five-traits are assessed in the Big-Five FC assessment (Brown & Maydeu-Olivares, 2011). We also include a ten-trait condition to represent assessments used operationally such as the Character Skills Snapshot (seven traits; EMA, 2023) or OPAQ-32 (32-traits; Brown & Bartram, 2011). The number of items per trait was 12, resulting in 60 items (or 20 triad blocks) in the five-trait condition and 120 (40 blocks) in the 10-trait condition.

**DIF Effect Size (RQ2).** We simulated uniform DIF and manipulated the effect size of DIF by changing the amount added to the mean of items in one group that we selected to display DIF. Items were manipulated such that one group was consistently different on all DIF items (e.g., group 2 will always have effect size added to all items that display DIF). In the unequal sample size condition, the DIF effect size was always added to the smaller sample size group. For the magnitude of DIF, we rely on prior simulation research to determine the values because there has not been a practical examination of DIF for forced choice assessments. We used the same effect sizes from Lee and colleagues (2021) with a small effect size condition, .3, and a large one, .6. These effect sizes are in standardized units. These conditions are generally accepted as small and large in other simulations (Kim et al., 2016; Stark et al., 2006).

**Percent of DIF Blocks (RQ4).** The effect of the number of DIF blocks on DIF detection was examined by manipulating the percentage of items with DIF. When a block contained an item with DIF, we considered it a DIF block. We tested if there was a difference in the accuracy of DIF detection when 40%, 50%, or 60% of blocks display DIF. In the five-trait condition, this equated to 8, 10, or 12 total items with DIF. In the 10-trait condition, there were 16, 20, or 24 items with DIF.

***Manipulated Conditions: Analysis***

 In addition to considering how different data features influence DIF detection, we tested different analysis features. In practice, a researcher will not know which blocks contain DIF prior to determining an anchor, and these conditions represent the different, yet reasonable, decisions researchers can make when testing for DIF.. The following conditions represent how the data were analyzed.

**Anchor Set Size (RQ5).** We examined the effect of anchor set size by manipulating the percentage of blocks specified as the anchors. Lee and colleagues (2021) did not study this beyond determining the minimum amount (20%) for model convergence in their study. We tested anchor block sets of 20% and 30%. For example, in the five-trait 20% condition this meant that four of the blocks are constrained equal across groups.

**Model-Misspecification (RQ6).** In this study a model misspecification is when a DIF block is used in the anchor set. We manipulated the amount of misspecification for the free-baseline conditions by varying the percent of DIF blocks included in the anchor set. 0%, 50%, or 100% of the total anchor blocks will have DIF. For example, in the 20% anchor set condition for five-traits there were four blocks in the anchor. In the 50% DIF in anchor set condition, two of these blocks contained DIF. There is little existing research from which we can base our decisions here, thus we tested a situation where the model was properly specified (0%), had some misspecification (50%), or was completely misspecified (100%). In all conditions, the percentage of blocks with DIF present remained constant regardless of the percent of DIF blocks in the anchor. For example, in the 40% blocks with DIF present condition for five traits, there were always eight DIF blocks on the test even as the number of DIF blocks in the anchor increased.

As the constrained-baseline approach constrains all but one block in each analysis, this condition and all other analysis factors are not applicable. This resulted in 288 conditions (2x2x2x2x3x2x3) for the free-baseline approach and 48 (2x2x2x2x3) conditions for the constrained-baseline approach. A summary of these conditions is in Table 2.

Table 2

*Manipulated Simulation Conditions – Data Generation*

|  |  |  |
| --- | --- | --- |
| Factor Type | Factor | Levels |
| **Data Generation Conditions** |
| Sample Factors |  | Sample Size (Total)Sample Size Equality  | 1000, 2000No/Yes If No:250/750500/1500 |
| Assessment Factors |  | Number of Traits | 5, 10 |
| Block Factors |  | DIF Effect SizePercent of Blocks With DIF | Small (.3), Large (.6)40%, 50%, 60% |
| **Analysis Conditions** |
| Modelling  |  | Anchor set size (% of blocks)DIF Included in AnchorLatent Scoring Approach | 20%, 30%0%, 50%, 100% (of total anchor set)Free-Baseline or Constrained- Baseline |

**Data Generation**

Data was generated in two phases in R using a modified function from Frick and colleagues (2021). In phase one the parameters were generated. This included:

1. Vectors of trait scores equal to the number of traits in the condition were simulated from a multivariate normal distribution, *MVN* (0,1), for each respondent in the reference and focal group. Trait correlations followed the approach described in the constant factors.
2. Vectors of loadings (λ) equal to the number of items in the condition were sampled from a uniform distribution, *U* (0.65, 0.95).
3. Vectors of item means (µ) equal to the number of items in the condition were sampled from a uniform distribution, *U* (-1,1) respectively. These are common values to use for continuous item utilities (Brown & Maydeu-Olivares, 2011). When DIF is present, the mean of one group was manipulated by adding the effect size to only one of the item means in the block.
4. Item errors (ε) were set to 1 in line with constraints placed on the model.
5. Measurement errors for each person were generated from a normal distribution, *N*(1, sqrt(ε)) for each item response.

In phase two, the generated variables and parameters were used to compute each pairwise comparison between two items in a block using the expression in equation 4. For example, in block one, the value for the pairwise comparison between items 1 and 2 was 1 if the linear combination of values sampled in step one, resulted in a value greater than or equal to 0 (indicating item 1 is preferred to item 2) and was 0 otherwise.

The simulation followed a two-step process. First, the datasets were generated in line with the data generation conditions in Table 2. Then they were subjected to each analysis condition. For example, 500 datasets for the five-trait, N =1000 equal groups condition with a DIF effect size of .3 added to 40% of the blocks were generated. Then, we analyzed them using the free-baseline model for the 20% anchor set with 0% DIF in the anchor condition. Followed by the 20% anchor set with 50% DIF in anchor, and so on until they were subjected to each analysis condition.

**Analysis Plan**

 Analyses were conducted in R and Mplus. We used R to simulate the data, Mplus to analyze it (note that the TIRT model can be estimated in R using the thurstonianIRT package), and R to process the simulation results. The code to run the simulation, Mplus model files, and an analysis file to test our hypotheses are on the OSF (<https://osf.io/fhd9w/?view_only=cccd50cce05a4dcea4df3a31fe963f2d>)..

*Simulation Check*

We checked all replications for convergence via the calculation of the Wald Test, which will not be computed if the standard errors of parameters are not estimated. We denote these cases with ‘9999’ within the datasets in the Results folder. When non-convergence occurred, we checked those replications for errors and anomalies. There were a total of XX. instances of non-convergence.

***Model Estimation***

Models were analyzed in Mplus using the *MplusAutomation* package (Hallquist, 2022) in R. Every model was set up per the constraints and parameters described in the Thurstonian-IRT section. The number of item constraints across groups varied based on the anchor item percentage condition. In the 20% anchor set condition, four or eight blocks were constrained equal. This means that all item parameters in the block were constrained such that the utility means and loadings were set to be equal across groups. In the 30% condition, six or twelve blocks were constrained equal. Depending on the 'DIF included in anchor condition,' some number of blocks displaying DIF were included in the anchor set.

***Hypothesis Testing***

 To answer our research questions and test our hypotheses, we examined if blocks containing a DIF item were accurately identified (indicated by a significant Wald test for each block). This was done by testing a subset of the freely estimated blocks in each condition. We tested four blocks, two with DIF and two without. This was done to reduce computation times and ensure parity in the number of statistical tests in each condition. Each Wald test was conducted with two degrees of freedom on the unconstrained utility means () in the block. Using the Wald test results, we calculated Type I error (α) rates as the proportion of non-DIF blocks incorrectly flagged as displaying DIF across replications and power (β) as 1 - the proportion of DIF blocks not flagged as DIF across replications.

**Results**

 [Example results table are included below. We will also describe the results in the text.]

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| *Table 3.**Power and Type I Error in the Free-Baseline Conditions* |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  | 5 Factor |  | 10 Factor |  |
|  |  | Percent DIF Items | Anchor Set Size | DIF Included in Anchor  | Small DIF |  | Large DIF |  | Small DIF |  | Large DIF |  |
| Sample Size | Equal? | α | β |   | α | β |   | α | β |   | α | β |  |
| 1000 | Yes | 20 | 20 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 30 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 40 | 20 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 30 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 60 | 20 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 30 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |   |   |   |   |   |   |   |   |   |   |   |  |
| 100 |   |   |   |   |   |   |   |   |   |   |   |  |
| No | 20 | 20 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 30 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 40 | 20 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 30 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 60 | 20 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 30 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |   |   |   |   |   |   |   |   |   |   |   |  |
| 2000 | Yes | 20 | 20 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 30 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 40 | 20 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 30 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 60 | 20 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 30 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |   |   |   |   |   |   |   |   |   |   |   |  |
| No | 20 | 20 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 30 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 40 | 20 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 30 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 60 | 20 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |  |  |  |  |  |  |  |  |  |  |  |  |
| 30 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 |  |  |  |  |  |  |  |  |  |  |  |  |
| 100 |   |   |   |   |   |   |   |   |   |   |   |  |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| *Table 4.**Power and Type I Error in the Constrained-Baseline Conditions* |  |  |  |  |  |  |  |
|  |  |  |  | 5 Factor |  | 10 Factor |
|  |  | Percent DIF Items | Small DIF |  | Large DIF |  | Small DIF |  | Large DIF |
| Sample Size | Equal? | α | β |   | α | β |   | α | β |   | α | β |
| 1000 | Yes | 20 |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| 40 |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| 60 |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|   |   |   |   |   |   |   |   |   |   |   |
| No | 20 |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| 40 |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| 60 |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|   |   |   |   |   |   |   |   |   |   |   |
| 2000 | Yes | 20 |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| 40 |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| 60 |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|   |   |   |   |   |   |   |   |   |   |   |
| No | 20 |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| 40 |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| 60 |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
|   |   |   |   |   |   |   |   |   |   |   |

**Discussion**

* Results have implications for the practical usage of the free-baseline and constrained-baseline latent scoring approaches to detecting DIF in FC assessments.
	+ Suppose it is found that the free-baseline method has low Type 1 error rates and high power even in cases of extreme misspecification. In that case, there is support for its usage in applied settings where these conditions may also be present.
	+ Suppose the free-baseline method is better than the constrained-baseline. In that case, there will be support for selecting it as the approach of choice. It is less computationally intensive and can be computed with fewer model misspecifications (i.e., constraining 6 out of 20 blocks rather than 19 out of 20 in the five-trait condition).
* This research is also relevant more broadly to the FC response format as it lacks a well-researched method for detecting DIF. This research works toward providing that method so researchers can confidently use the latent variable modeling approach.
* Limitations:
	+ While our conclusions may extend to other real-world scenarios, they are limited to the specific simulation conditions we tested.
	+ The current study only examined DIF between groups. These results may not extend to continuous variables or more than two groups.
	+ We did not examine nonuniform DIF. It still needs to be determined if nonuniform DIF can be accurately detected in the second-order TIRT model using these approaches. To confirm this, it may be worth examining nonuniform DIF along with other new conditions in a follow up study.
	+ Our selection of simulated conditions is not based on real world analyses, because there are not any available. We base our decisions on other similar simulation studies. As more work on DIF for FC enters the literature, it will be important to expand simulation research to be representative of data and effects seen in practice.
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|  |
| --- |
| **Appendix 1.***Interpretations given different outcomes.* |
| **Research Question** | **Hypotheses** | **Analysis Plan** | **Interpretations given different outcomes** |
| 1. Does the trend of increasing trait size resulting in better DIF detection from Lee and colleagues (2021) replicate in the second-order model?
 | 1. When an assessment has ten traits, non-DIF items will be less likely to be incorrectly flagged as displaying DIF (lower Type I error rates) compared to the five-trait condition.
2. When an assessment has ten traits, DIF items will be more likely to be correctly identified as displaying DIF (higher power) compared to the five-trait condition.
 | A comparative table will be used to show the proportion of Type I error rates and the power in each condition. The table will separate the results by method. See Table 3 for the free-baseline approach and Table 4 for the constrained-baseline approach. | If our hypotheses are correct, there would be evidence that assessments containing more traits have a greater ability to detect DIF items. This aligns with previous studies that have shown that assessments with more dimensions tend to have increased normativity (Schulte et al., 2021). Because of this increased normativity, it should be easier to detect DIF items, as they are less influenced by the ipsative-specific characteristics of FC assessments.If we find that trait size does not have an effect, there is evidence that assessments can be designed more intentionally to measure only what is essential, rather than incorporating additional traits to enhance DIF detection.If a smaller trait size results in better power and lower Type I error rates, this could be an important consideration for researchers when designing their assessments.In the event that there is reduced power (indicating hypothesis B isn't upheld) and lower Type I error rates (indicating hypothesis A is supported) in the five-trait vs. ten-trait condition, this suggests that increasing the number of traits might decrease the likelihood of false positives but heighten the risk of undetected DIF. |
| 1. Do the findings of Lee and colleagues (2021), which indicate a pattern where an increase in DIF effect size leads to enhanced power and consistent Type I error rates in both small and large effect size conditions, replicate when examined within a second-order model?
 | 1. A higher proportion of DIF blocks will be correctly flagged as DIF with a greater DIF effect size (indicating greater power).
2. The proportion of non-DIF blocks incorrectly flagged as displaying DIF will remain consistent (within .01 units of each other) across different effect size conditions.
 | A comparative table will be used to show the proportion of Type I error rates and the power in each condition. The table will separate the results by method. See Table 3 for the free-baseline approach and Table 4 for the constrained-baseline approach. | If our results replicate those of Lee and colleagues (2021), and a higher proportion of DIF blocks are correctly flagged as DIF when the DIF effect size is larger, and the proportion of non-DIF blocks incorrectly flagged as displaying DIF remains consistent, then there would be further evidence for the latent scoring approach being usable under various conditions of DIF being present.If we find results that diverge from prior findings, there would be evidence for potentially needing a different method depending on the anticipated magnitude of DIF.If hypothesis A is supported, there's evidence that the methods more accurately detect non-DIF blocks when its effect is larger in the second-order model. If hypothesis A is not supported, it means that, irrespective of effect size, the methods will flag non-DIF blocks with the same accuracy.If hypothesis B is upheld, it means that both methods can consistently flag DIF blocks as DIF regardless of the effect size in the second-order model. If not supported, this will suggest the findings from Lee and colleagues (2021) don't mirror in the second-order model and that the accuracy of DIF detection varies.If hypothesis B is supported but hypothesis A isn't, this would hint that as the DIF effect size grows, the methods' capacity to correctly flag non-DIF blocks might decrease, but the risk of not flagging DIF blocks remains unchanged. |
| 1. Do the findings of Lee and colleagues (2021), where Type I error rates and power remained consistent in increasingly larger sample sizes (500 – 1000 – 2000 per group) replicate in the second-order model?
 | 1. Sample size differences will not affect power in the second-order model (they will be within .01 units of each other in both conditions).
2. Sample size differences will not affect the Type I error rates in the second-order model (they will be within .01 units of each other in both conditions).
 | A comparative table will be used to show the proportion of Type I error rates and the power in each condition. The table will separate the results by method. See Table 3 for the free-baseline approach and Table 4 for the constrained-baseline approach. | If we observe that the proportion of DIF blocks correctly flagged as DIF remains consistent across varying sample sizes in the second-order model, and the differences are within .01 units, this would reinforce Lee and colleagues' (2021) findings. It would indicate that, similar to their study, power for DIF detection in the second-order model remains acceptable at a smaller or larger sample size.If Type I error rates remain similar across different sample sizes in the second-order model it would be in line with the results observed by Lee and colleagues (2021). This would suggest that the ability of the methods in the second-order model to identify non-DIF items correctly remains constant. |
| 1. Does the result of the free-baseline method being more accurate than the constrained-baseline method for DIF detection replicate in the second-order model?
 | 1. The power of the free-baseline method will be higher than that of the constrained-baseline method.
2. The Type I error rates for the free-baseline method will be lower than that for the constrained-baseline method.
 | A comparative table will be used to show the proportion of Type I error rates and the power in each condition. The table will separate the results by method. See Table 3 for the free-baseline approach and Table 4 for the constrained-baseline approach. | If our results show that the free-baseline method correctly flags a higher proportion of DIF blocks as DIF (higher power) and incorrectly flags a lower proportion of non-DIF blocks as displaying DIF (lower Type I error rates) than the constrained-baseline method, further evidence will support its use over the constrained-baseline method.However, if we find the inverse to be true, our findings will conflict with that of Lee and colleagues (2021), making it uncertain which latent scoring approach is superior.If the free-baseline method incorrectly flags a lower proportion of non-DIF blocks as displaying DIF (lower Type I error rates) but also correctly flags a lower proportion of DIF blocks as DIF (lower power) compared to the constrained-baseline approach, this may suggest that it is better at avoiding false DIF flags but worse at correctly identifying actual DIF blocks. |
| 1. What effect does having an assessment with a higher percentage of DIF blocks have on the accuracy of DIF detection in the second-order model?
 | 1. As the number of DIF items on the test increases, power will decrease but remain acceptable.
2. As the number of DIF items on the test increases, the proportion of non-DIF blocks incorrectly flagged as displaying DIF will increase.
 | A comparative table will be used to show the proportion of Type I error rates and the power in each condition. The table will separate the results by method. See Table 3 for the free-baseline approach and Table 4 for the constrained-baseline approach. | If the Type I error rates remain constant or decrease, this will mean that regardless of the quantity of blocks with DIF on the test, non-DIF blocks are being correctly identified.If power decreases as the number of DIF blocks increases, this will mean that the number of blocks with DIF impacts the ability to correctly detect those DIF blocks. If the inverse is true and power increases, the increased quantity of blocks with DIF on the test improves the identification of DIF blocks. This would be a truly crazy outcome. |
| 1. How does anchor set size influence DIF detection in the free-baseline approach when using the second-order model?
 | 1. Increasing the anchor set size will improve the proportion of DIF blocks correctly flagged as DIF in the 0% DIF in anchor conditions (indicating improved power).
2. Increasing anchor set size in the 50% and 100% DIF in anchor conditions will lead to a higher proportion of non-DIF blocks incorrectly flagged as displaying DIF and a reduced proportion of DIF blocks correctly flagged as DIF (lower power and higher Type I error rates.)
 | A comparative table will be used to show the proportion of Type I error rates and the power in each condition. The table will separate the results by method. See Table 3 for the free-baseline approach and Table 4 for the constrained-baseline approach. | If we find evidence for the anchor set size resulting in a higher proportion of DIF blocks correctly flagged as DIF in the 0% DIF in anchor set condition, there would be support for using larger anchor sets when possible. This is consistent with the literature (Kopf et al., 2015).However, if we also find that the proportion of DIF blocks correctly flagged as DIF remains constant regardless of anchor set size, this implies that researchers might be able to choose a smaller pure anchor set for their needs.If we find support for hypothesis B. There would be evidence for using a smaller anchor set when the quality of the anchor set is unknown to enhance the proportion of DIF blocks correctly flagged as DIF.Conversely, if the alternative to hypothesis B is supported, it suggests that using a larger anchor set, even when the quality of the anchor set is uncertain, may still maintain or even enhance the ability to correctly detect DIF blocks, without significantly increasing the risk of non-DIF blocks being incorrectly flagged as DIF. |
| 1. To what extent does including DIF items in the anchor set reduce the accuracy of detection in the free-baseline approach when using the second-order model?
 | 1. As the percentage of misspecification increases, the proportion of non-DIF blocks incorrectly flagged as displaying DIF will also increase (meaning Type I error decreases).
2. As the percentage of misspecification increases, the proportion of DIF blocks correctly flagged as DIF will decrease (power will decrease).
3. Although power will decrease and Type I error rates will increase as model misspecification increases, they will not move past an unacceptable threshold. Type I error rates will still be less than .05 and power will be above .8.
 | A comparative table will be used to show the proportion of Type I error rates and the power in each condition. The table will separate the results by method. See Table 3 for the free-baseline approach and Table 4 for the constrained-baseline approach. | If hypothesis A is supported, this will indicate that increasing levels of misspecification does affect the ability of the free-baseline method to detect DIF blocks correctly. If it is not supported, this will suggest that the method can detect DIF consistently, irrespective of the level of misspecification. This could mean that either misspecification doesn't impact DIF detection, or even a small level of misspecification compromises the method's ability to detect DIF.If hypothesis B is supported, this will indicate that as model misspecification increases, the method's ability to accurately detect non-DIF blocks as not displaying DIF diminishes. Conversely, if it is not supported, it could mean that the degree of misspecification affects the method's precision in detecting non-DIF blocks. It might also suggest that even minimal misspecification can influence the ability to accurately detect non-DIF blocks.Furthermore, if hypothesis C is supported, it will imply that DIF can be detected even in cases of significant misspecifications. This provides evidence that, regardless of anchor quality, test developers can still accurately detect DIF. If it is not supported, then as misspecification increases, it becomes more challenging to accurately detect DIF, echoing the sentiments of hypothesis B regarding power.  |
| 1. What effect does unequal sample size have on detecting DIF in the presence of model misspecification
 | 1. Power will decrease with unequal sample sizes in the presence of model misspecification compared to equal sample sizes.
2. Unequal sample sizes will lead to an increase in Type I error rates when the model is misspecified compared to equal sample sizes.
 | A comparative table will be used to show the proportion of Type I error rates and the power in each condition. The table will separate the results by method. See Table 3 for the free-baseline approach and Table 4 for the constrained-baseline approach. | If power decreases (hypothesis A is supported) and there is a decline in the proportion of DIF blocks correctly flagged as DIF when the model is misspecified and sample sizes are unequal, this suggests that as the model increases in misspecification, imbalanced sample sizes reduce the ability to effectively detect genuine DIF blocks.If we observe an increase in power when the samples are unequal in a misspecified model, it suggests an unexpected outcome where the disparity in sample sizes might be compensating for or highlighting model errors, aiding DIF detection.If there is support for hypothesis B and we find that the proportion of non-DIF blocks incorrectly flagged as displaying DIF increases with unequal sample sizes in a misspecified model, this would indicate that model misspecification combined with sample size imbalances exacerbates the risk of false positives in DIF detection.If the proportions of correctly flagged DIF blocks and incorrectly flagged non-DIF blocks remain relatively constant regardless of sample size variation in a misspecified model, it would imply unequal sample size in each group can be used without a reduction in the ability to detect DIF compared to equal sample sizes. |
| Interactions | 1. Anchor set size X Model misspecification.
2. Anchor set size X Blocks with DIF
3. Model misspecification X Block with DIF
4. Anchor set size X Model misspecification. X Block with DIF
 | An ANOVA with the model misspecification, anchor set size, and blocks with DIF variables entered as independent variables and either Type I error or Power entered as the dependent variable will be run to examine the interaction effects. When the *p* values are < .05, this will indicate a significant interaction. Additional post-hoc tests will be run to determine which groups are different.  | 1. This interaction investigates how the combined effect of anchor set size and model misspecification influences DIF detection. If Type I error rates or power vary at different levels (with a threshold of .1 units) it suggests that the effect of the anchor set size on DIF detection may vary depending on the level of model misspecification. If it is found that regardless the level of model misspecification at different anchor set size, power and Type I remain constant and at acceptable level, there will be evidence that the method is applicable when model misspecification is large and the anchor set is small.
2. This interaction examines whether the influence of anchor set size on DIF detection varies depending on the number of blocks with DIF. An interaction would imply that the relationship between anchor set size and DIF detection changes as the number of blocks with DIF changes. This may indicate that regardless of the size of the anchor, if too much of the test is contaminated with DIF blocks, it will not be possible to accurately identify them or vice versa.
3. The interaction explores how model misspecification and the number of blocks with DIF interact to affect DIF detection. If there is evidence of this interaction, it would suggest that the effect of model misspecification on DIF detection is contingent on the number of blocks with DIF on the test.
4. This three-way interaction explores how the combined effects of anchor set size, model misspecification, and blocks with DIF interact to affect DIF detection. A significant interaction would suggest a complex interplay among these three factors in influencing DIF detection.
 |